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Abstract

Constructing a model mimicking human language processing is a central goal in cognitive
science of language. In recent years, computational systems for handling natural language
have made considerable progress in the natural language processing (NLP) field; exploring
their cognitive plausibility is a necessary step to exchange the engineering and cognitive
perspectives of linguistic research. With this in mind, this study explores the similarities
and discrepancies betweenmachine and human language processing. Specifically, this thesis
tackles the following questions: are modern neural-based models close to “human-like”
computational models, and how could we make these models behave more human-like?

In particular, we expand the scope of cognitive plausibility analysis in neural NLPmodels
in two directions: (i) cross-linguistic, and (ii) discourse-level studies. Current cognitively-
motivated NLP studies have typically focused on a limited scope, such as English sentence
processing. While narrowing the focus and deepening the understanding are important steps,
broadening the scope could complement the studies in terms of exploring the generality of
the findings and incorporatingmultiple perspectives into the analysis. For the cross-language
analysis, this study incorporates Japanese as a representative of languages that are typolog-
ically different from English into the analysis. We discovered a surprising asymmetry be-
tween the results of these languages and investigated the source of this discrepancy.

Towiden the targeted linguistic phenomena, we focus on discourse processing—intepreting
the meaning of text beyond a single sentence level. The NLP fields struggle with handling
discourse with computers, for example, existing neural discourse parsing models exhibit cog-
nitively implausible behaviors such as predicting shallow, near-linear discourse structures
although human annotators determine deeper hierarchical trees. Using classical psychologi-
cal theory as a hint, we designed an inductive bias (neural architecture design) for effective
neural discourse processing model and guided hierarchical generalization in discourse pars-
ing.

To summarize, this study clarified the (dis)similarity of language processing by humans
andmachines, such as disconnection between the linguistic accuracy of languagemodels and
their cognitive plausibility. We provide several implications for bridging the gap between
them in terms of, for example, memory limitations and architectural bias.
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Chapter 1

Introduction

The natural language processing (NLP) field, a branch of artificial intelligence, makes com-
puters handle natural language. Recent progress of this field was remarkable; reaping the
development of deep learning, NLP systems have achieved human-level scores in various
benchmark tasks (Kiela et al., 2021), and NLP-powered applications (e.g., machine transla-
tion) have become more ubiquitous. Does this mean that NLP has been “getting solved?”
To begin with, we briefly look back at the recent progress of NLP and frame the goal of this
thesis, aligning with the traditional goals in artificial intelligence.

Referring to the encyclopedia of computer science (Shapiro, 2003), the goals of artificial
intelligence are categorized into three:

I. Computational Psychology: understand human intelligent behavior by creating computer
programs that behave in the same way that people do.

II. Computational Philosophy: form a computational understanding of human-level intelli-
gent behavior, without being restricted to the algorithms and data structures that the
human mind actually does (“Is intelligence a computable function?”).

III. Machine Intelligence: program computers to do what, until recently, only people could
do.

As for the II. computational philosophy, the field would have advanced considering that
the performance of NLP models has been getting closer to human-level although it is un-
clear whether they perfectly mimic human-like processing. As for the III. machine intel-
ligence, the field could also be progressed considering recent many useful NLP-powered
applications (e.g., machine translation systems). In contrast, what about I. computational
psychology? How well do recent neural NLP systems exactly mimic human language pro-
cessing (cognitively plausible)? Has this neural-based NLP advanced our understanding of
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humans and language? Actually, such a direction has been actively explored in computa-
tional psycholinguistics (Crocker, 2010), but we would like to emphasize that the research
from the perspectives of computational psychology is still limited compared to the majority
of engineering-oriented studies in NLP (e.g., aiming for a high score on a specific down-
stream task). In particular, the scope of such cognitively-motivated NLP studies is typically
limited to, for example, English sentence processing (Marvin and Linzen, 2018; Warstadt
et al., 2020a). Of course, narrowing the focus and deepening the understanding of specific
phenomena is important, but widening the scope of analysis can also play a complementary
role to explore the generality of the findings and incorporate multiple perspectives into the
analysis.

In this thesis, we set a goal of constructing a human-like language processing model and
expand the scope of cognitive plausibility analysis in the neural NLP models in two direc-
tions: (i) cross-linguistic and (ii) discourse-level studies. Regarding cross-language analysis,
we are concerned that narrowing down the target languages might lead to biased conclusions.
In psycholinguistic studies, cross-linguistic validation of linguistic theories has led to more
sophisticated conclusions (e.g., expectation-based theory v.s. memory-based theory in sen-
tence processing). In this study, the Japanese language is used as a representative of the
language typologically differing from the English language and explored human-like com-
putational models across languages. We observed an unexpected asymmetry in the validity
of existing psycholinguistic findings and explored the source of this gap.

In terms ofwidening the targeted linguistic properties, we focus on discourse processing—
understanding the meaning of text beyond a single sentence level. Discourse is indispensable
in language communication; however, the integration of neural-based NLP and the computa-
tional psycholinguistics perspectives at the discourse level is limited in the current research
community. Considering the cognitively implausible behaviors of existing discourse parsing
models that tend to predict near-linear discourse structures, we design an effective inductive
bias (e.g., neural architecture) for the neural discourse parsing model to lead to capture the
hierarchical nature of discourse structures.

1.1 Research issues and thesis overview
We concretely focus on the following topics:

1. Chapter 3: Sentence acceptability judgment by neural language models in flexi-
ble word order language.
FromChapters 3 to 5, we compared the sentence processing by neural languagemodels
(LMs) and humans. As the first requirement for a human-like model, LMs’ human-like
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sentence-level acceptability judgment (i.e., word order preference) was analyzed. Us-
ing controlled materials that have been exploited in Japanese word order research, we
have profiled the linguistic preference of LMs from multiple linguistic perspectives.

2. Chapter 4: Cross-linguistic (Japanese and English) analysis of incremental sen-
tence processing by humans and neural language models.
While Chapter 3 analyzed inter-sentential preferences of LMs, in this chapter, we shift
the focus into token-by-token incremental sentence processing. Based on the linking
hypothesis between surprisal and human cognitive load, token-by-token surprisal com-
puted by LMs was compared to the reading time human subjects took during reading.
Our cross-linguistic studies have pointed out surprising asymmetry between languages
in the similarities between human and machine incremental sentence processing.

3. Chapter 5: Memory-based view of the gap between incremental sentence process-
ing by humans and neural language models
The difference between humans and neural LMs suggested in Chapter 4 was further
explored through the lens of their working memory capacity. Whereas humans have
limited working memory, modern neural LMs could have excessive working memory
capacity. We hypothesized that the difference between LMs and humans could stem
from the difference in their working memory buffers.

4. Chapter 6: Inductive bias facilitating discourse processing.
Finally, as a complementary approach to widening the target languages, we investi-
gated the discourse-level (meaning of text beyond a single sentence) processingmodel.
The NLP fields struggle with handling discourse with computers, for example, the
existing neural discourse parsing model exhibits cognitively implausible behaviors
such as predicting shallow, near-linear discourse structures despite the plausible struc-
tures being deep, hierarchical ones. We hypothesized that this stems from the lack
of a human-like inductive bias leading the model to capture hierarchical nature of
discourse. We investigated a cognitively motivated inductive bias that leads neural
discourse parser to more hierarchically generalize.

1.2 Contributions
1. Neural language models well simulate human-like Japanese word order prefer-

ences.
Our analysis demonstrated that the neural LMs accurately simulate human-like word
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order preferences. We confirmed that their preference is consistent with that in crowd
workers and quantitative linguistic theories on Japanese word order. The analysis also
suggests that the human-like word order preference and next-word prediction perfor-
mance of LMs are highly correlated.

2. Neural language models cannot exhibit human-like behavior in modeling incre-
mental reading behavior.
Despite the parallel in sentence-level word order preference between humans and LMs,
we found a discrepancy in incremental processing difficulties exhibited by humans and
neural LMs. Our cross-linguistic analysis shows that this discrepancy is language-
dependent; the reading behavior of the Japanese readers is poorly simulated by ac-
curate neural LMs. That is, better modeling language corpus does not always entail
achieving human-like sentence processing.

3. Filling the discrepancy between incremental human and languagemodel sentence
processing stems from their different working memory capacities.
Human working memory is limited, but modern neural LMs could have extremely
powerful working memory capacity. We empirically demonstrated that this differ-
ence could lack the psychometric predictive power of neural LMs in modeling human
reading behavior. In particular, the neural LMs with severely limited context access
(mirroring the human-like memory limitation) accurately simulate human reading be-
havior in Japanese data; excessive working memory capacity could be one of the rea-
sons for the deviation of accurate Japanese LMs from human reading behavior.

4. Inductive bias associated with psycholinguistic theory leads the neural discourse
parsing model to behave cognitively plausible discourse processing.
We found that neural network architecturemodification associated with class discourse
processing theory (schema theory) improves its discourse parsing performance. Specif-
ically, the proposed architecture design imposes somemodularity distinguishing content-
and formal-level flows within a text and macro-level contextualization of clause rep-
resentations on the model. While existing models tend to predict shallow, linear dis-
course structures, our model successfully parses hierarchical, complex discourse struc-
tures underlying argumentative texts.



Chapter 2

Background

Recently, there has been a successful exchange between neural-based NLP studies and the
cognitive science of language. We briefly review these interdisciplinary studies.

2.1 Why neural NLP is exploited for linguistic studies
Since the 2010s, deep learning has significantly impacted various fields such as computer
vision and NLP. Neural-based NLP models have outperformed classical methods in vari-
ous tasks; the NLP fields get enthusiastic about successfully applying the neural networks
to language tasks (Goldberg, 2017). Along with engineering studies, neural NLP models
were also exploited in cognitively-motivated studies. Such use of neural models are mainly
categorized into two:

Neural NLP for computing complexity metrics Constructing a model that simulates hu-
man language processing is an important goal from the cognitive science viewpoint. In
general, theory needs quantitative evidence ensuring its validity; researchers need to imple-
ment a model representing the theory and evaluate their predictive power of human behavior
data. In other words, if a theory cannot be technically implemented, proving its validity is
prohibitively difficult.

Recent neural NLP models seem to better handle language than classic methods and
broadened the possibilities of linguistic theorizing. In particular, neural LMs enable the
computation of various information-theoretic complexity metrics (e.g., next-word predic-
tion probabilities) more accurately than classic approaches. For example, it is reported that
surprisal (– log p(word|context)) computed by more accurate neural LMs could better simu-
late human reading behavior data, which supports the surprisal theory of human incremental
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syntactic comprehension Levy (2008); Smith and Levy (2013). That is, human sentence pro-
cessing is tuned to language statistics; humans predict the next word during reading, and if
the prediction is wrong, the processing load increases.

More broadly, the search for models that simulate human language processing can be
positioned to the cognitive science of language. Using the terminology of Marr (1982), the
“understanding” of information processing model is categorized into three levels as follows:

• Computational level—What is the goal of the computation, and why is it appropriate?

• Algorithmic level — What is the representation for the input and output, and what is
the algorithm for the transformation?

• Implementation level — How can the representation and algorithm be realized phys-
ically?

Cognitive science emphasized the need of understanding information processing models
from multiple levels, especially, higher ones (computational or algorithmic levels). Explor-
ing the cognitive plausibility of modern neural LMs could be aligned with this context. For
example, the finding that the human reading behavior (e.g., reading time) is well modeled
by the next-word prediction probability (Clark, 2013; Levy, 2008; Smith and Levy, 2013)
could be at the computational-level understanding—what do humans compute during read-
ing? Comparing the neural model architecture in terms of their psychometric predictive
power could also be at the computational and/or algorithmic level—e.g., what algorithm or
constraints are adopted to achieve the computational goal? From Chapters 3 to 5, we pur-
sue the computational- and algorithmic-level understanding of human sentence processing
through constructing models that could well simulate human reading behavior data.

Neural NLP for in silico simulation of language learning Is language acquired only
from exposure to external language? If not, what innate knowledge (inductive bias) in hu-
mans facilitates language acquisition? Such questions attract huge scientific interest; for
example, the argument from the poverty of the stimulus implies that humans innately have
some strong inductive biases facilitating language acquisition (Chomsky, 1980). One unre-
alistic approach for investigating such biases could be to create humans (infants) while con-
trolling their inductive biases and compare their generalization capability during language
acquisition. However, such studies are prohibitively difficult from the ethical and technical
perspectives.

An alternative approach could be using some simulators that can emulate language ac-
quisition (McCoy et al., 2018). For example, if some simulators without any prior linguistic
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knowledge acquire language from the data alone, it would provide sufficient conditions for
language acquisition; language could be acquired empirically. A neural network is not de-
signed to have language-specific prior; one typical approach is to imitate the neural nets
as the simulator of ”blank slate” language learners without any prior knowledge of the lan-
guage. Their language learning ability could suggest what aspect of language can be learned
from the text only. Notably, the way of creating such a blank slate simulator was not obvious
in the previous NLP era (e.g., statistical NLP), where researchers have to manually design
linguistic features (priors) in advance and then train a model. Some studies using neural
models provide interesting suggestions on inductive bias successfully leading to linguistic
generalization; models that merely see the language sequences fail to perform hierarchical
generalization (McCoy et al., 2020), a huge amount of texts were needed to make LMs pre-
fer linguistically plausible generalization against exploiting shallow cues (Warstadt et al.,
2020b), and particular syntactic properties could be acquired by neural models under spe-
cific conditions without explicit syntactic supervision (Wei et al., 2021a).

Note that the language learnability of neural networks has been historically discussed
especially in theMorphology fields. A neural network is inspired by the psychological theory
of parallel distributed processing (Rumelhart et al., 1988), and their cognitive plausibility
was tested in the English inflection (e.g., present→past form transformation) task (Pinker and
Prince, 1988; Rumelhart and McClelland, 1986). This “past-tense debate” is still running in
the NLP field (Kirov and Cotterell, 2018; McCurdy et al., 2020).

Furthermore, classical studies suggested that the human inductive bias is related to the
connection of neurons in the brain (Elman et al., 1996). Thus cognitively-motivated NLP
studies are also interested in the effective “wiring” of neurons in neural models (i.e., neural
model architecture design). For example, it is suggested that integrating hierarchical mod-
ules (humans might have) into neural LM architecture improves language processing (Dyer
et al., 2016; Hale et al., 2018; Yoshida et al., 2021). In the line with this, some claim that it is
inappropriate to consider neural networks to be “blank slates” altogether and that researchers
should consider what inductive biases each architecture (e.g., Transformer (Vaswani et al.,
2017b)) reflects (Baroni, 2021; Kharitonov and Chaabouni, 2021). In Chapter 6, we in-
vestigate psychologically-motivated effective inductive bias for achieving discourse (inter-
sentential) processing.

2.2 Probing linguistic knowledge in neural NLP models
Our studies could also be related to so-called probing studies investigating linguistic knowl-
edge in neural NLP models. A classic paradigm in the NLP is to manually design linguistic
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features and train/implement a model using these features. Conversely, the modern neural-
based approach is to train a neural network without explicit language prior, and then re-
searchers inspect what they know about and how they use linguistic features after training.
There are diverse methods (e.g., observing their behavior, supervised probing) and targets
(e.g., grammatical knowledge, commonsense) for such analyses (Belinkov et al., 2020; Be-
linkov and Glass, 2019; Rogers et al., 2020). One typical direction related to this thesis is
to probe the syntactic knowledge of neural-based models via observing their behavior (e.g.,
generation probability) using controlled materials (Marvin and Linzen, 2018;Warstadt et al.,
2020a, 2019). Although whether such neural models acquire proper syntactic knowledge is
still controversial, some research found non-trivial clues that the models might have a good
sense of learning languages (e.g., successfully achieve the generalization about subject-verb
agreement (Wei et al., 2021a)). As a complementary direction to analyze the discrete gram-
matical decision by these models, Chapter 3 investigates nuanced, soft linguistic preferences
in LMs through the lens of Japanese word order.

2.3 Engineering view for cognitive plausibility analysis
Finally, data on human language processing behavior and/or cognitive view have provided
guidelines for NLP systems/studies to follow. Such directions are investigated, for example,
in evaluating word embeddings (Hollenstein et al., 2019), language models (Ettinger, 2020;
Misra et al., 2020; Upadhye et al., 2020), or reading comprehension studies (Sugawara et al.,
2021). Furthermore, the use of cognitive features (e.g., eye-tracking data) to improve NLP
systems has been investigated (Mathias et al., 2020; Vickers et al., 2021). Exploiting human
behavior data improves NLP systems in tasks such as sequence labeling (Barrett et al., 2016;
Barrett and Hollenstein, 2020; Klerke and Plank, 2019), named entity recognition (Hollen-
stein and Zhang, 2019), and sentiment analysis (Mishra et al., 2016). It is also explored to
use eye-tracking information for evaluating annotator’s behavior (Mitsuda et al., 2013).

Additionally, simulating human language processing could be useful in human-centric
applications. For example, developing the model for automatic (incremental) text readability
evaluation considerably overlaps the computational cognitive modeling studies that aim to
simulate the cognitive effort exhibited by readers.



Chapter 3

Sentence Acceptability Judgments
by Neural Language Models in
Flexible Word Order Language

3.1 Introduction
Neural language models have achieved progressive performance in downstream tasks. How-
ever, what these models exactly know and how they use language is unclear. This study
investigates how these models behave like humans against sentence acceptability judgement
and are consistent with linguistic reports. Typical analysis probes their linguistic knowledge
of discrete, strict syntactic rules (e.g., subject-verb agreement) required in English sentence
processing. Complementary to these analyses, this study explores whether neural LMs have
nuanced, soft linguistic preferences exhibited by humans. For example, speakers sometimes
have a range of options for word order in conveying similar meaning. A typical case in
English is dative alternation:

(1) a. A teacher gave a student a book.

b. A teacher gave a book to a student.

In this study, we investigate whether such human-like word order preference is replicated
by neural LMs even in the language with flexible word order. We specifically focus on the
Japanese language, where word order is a matter of human abstract preference; the Japanese
language has less strict rules in word ordering except placing the verb at the end of the
sentence (Tsujimura, 2013).
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母に 手紙を 渡した

手紙を 母に 渡した
LM

huge corpus

train
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querying compare
probability

Fig. 3.1 Evaluating word order preferences of neural LMs.

The word order preference analysis in the Japanese language could contribute to three
directions. First, as we mentioned, our analysis could profile the linguistic capacity of LMs.
Compared to the task of acceptability rating that is not exactly based on a clear linguis-
tic perspective (Lau et al., 2017) (i.e., ratings of the sentence pairs generated by machine
translation systems), our controlled analyses tied to linguistic theories on word order could
facilitate determining which linguistic aspects LMs could capture.

Second, our analysis could contribute to the linguistic studies of Japanese word order.
If LMs could successfully model the human-like word order preference, this implies that
the large part of Japanese word order preference could be explained by the statistical prop-
erty of language. Our results demonstrate that neural LMs exhibit surprisingly well word
order preference, and support the dominance of statistical accounts explaining the human
preference.

Third, our analysis supports the application use of LMs for evaluating Japanese word
order fluency. Especially for non-native speakers of Japanese, it is not easy to learn the
natural word order of Japanese. Such automatic evaluation could potentially be useful for
helping these learners. In addition, although LMs arewidely used in querying the plausibility
of texts (e.g., post-re-ranking in the translation task), it is not clear what aspects of plausibility
LMs could accurately estimate. Our study separately tested the ability of LMs in choosing
plausible word order and demonstrated that they exhibit proper preference against word order
variations.
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3.2 Background

3.2.1 Word order preference
There has been a significant linguistic effort to reveal the factors determining the word or-
der preference in humans (Bresnan et al., 2007; Hoji, 1985). A typical methodology for
testing the theories on word order is to observe the human reactions against several word
order (Bahlmann et al., 2007; Shigenaga, 2014) or analyze a large corpus (Sasano and Oku-
mura, 2016).

The motivations for modeling the word order preference range from linguistic inter-
ests to those involved in various other fields—it relates to language acquisition and produc-
tion in psycholinguistics (Akhtar, 1999; Slobin and Bever, 1982), second language educa-
tion (Alonso Belmonte et al., 2000), and natural language generation (Visweswariah et al.,
2011) or error correction (Cheng et al., 2014) in NLP. In Japanese, there are also many stud-
ies on its word order (Hoji, 1985; Koizumi and Tamaoka, 2004; Saeki, 1998; Sasano and
Okumura, 2016).

The word order of Japanese is basically subject-object-verb (SOV) order, but there is no
strict rule except placing the verb at the end of the sentence (Tsujimura, 2013). For example,
the following three sentences have the same denotational meaning (“A teacher gave a student
a book.”):

(2) a. Sensei-ga
...................... :::::::

seito-ni hon-wo ageta.
teacher-NOM student-DAT book-ACC gave.

b. Sensei-ga
......................

hon-wo
:::::::
seito-ni ageta.

teacher-NOM book-ACC student-DAT gave.
c. Hon-wo

:::::::
seito-ni sensei-ga

.....................
ageta.

book-ACC student-DAT teacher-NOM gave.

This order-free nature suggests that the position of each constituent does not represent its
semantic role (case). Instead, postpositional case particles indicate the roles. Table 3.1
shows typical constituents in a Japanese sentence, their canonical order, and the sections of
this study where each of them is analyzed.

3.2.2 Language models
In this chapter, we used unidirectional language models. That is, given a symbol sequence
[w1, w2, ⋯ , wN] with the length of N, the model is trained to predict the upcoming symbol wi



3.3 Experiment1: comparing human and LMs word order preference 12

Table 3.1 Overview of the typical cases in Japanese, their typical case marker, and the sec-
tions where the corresponding case is analyzed. The well-known canonical word order of
Japanese is listed from left to right in the table.

Time Location Subject (Adverb) Indirect object Direct object Verb
Notation TIM LOC NOM - DAT ACC -
Related section 3.4.3 3.4.3 3.4.3 3.4.2 3.4.1 3.4.1 3.4.1

given a preceding sub-sequence w<i = [w1, w2, ⋯ , wi–1]. With the chain rule of probability,
this model could compute the plausibility of given a sequence (e.g., sentence):

p(w1, w2, ⋯ , wN) =
i=N

∏
i=1

p(wi|w<i) . (3.1)

Besides, the inverse geometric mean of the next-word probabilities p(wi|w<i) in a text
[w1, w2, ⋯ , wN] is a typical evaluation metric for the unidirectional LMs, perplexity (PPL):

PPL(w1, w2, ⋯ , wN) =
N

∏
i=0

p(wi|w<i)– 1
N . (3.2)

One approach to analyze the linguistic knowledge in LMs is to test whether the model
assigns a higher probability to a valid (e.g., grammatical) sentence than the other Belinkov
et al. (2020). This study also adopts this behavioral test to investigate the word order prefer-
ence in LMs. Notably, Futrell and Levy (2019), the closest work to ours, investigated word
order preference in neural LMs using English data and suggested that they have human-like
preferences. This study complements their studies in language with more flexible word order
and previously overlooked trends related to, for example, omission.

3.3 Experiment1: comparing human and LMs word order
preference

We examine the parallels between the LMs and humans on the task of determining the plausi-
bility of word order (Figure 3.2). First, we created data for this task (Section 3.3.1). We then
compared the word order preference of LMs and that of humans (Section 3.3.2 and 3.3.3).
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Taro-NOM popular book-ACC gave.
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order1
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Fig. 3.2 Overview of the experiment of comparing human and LMs word order preference.
First, we created data for analyzing word order preference (left part), then using this data set,
we compared the preference of LMs and humans (right part).

3.3.1 Human preferences
Data We randomly collected 10k sentences from 3B web pages, which are not overlapped
with the LM training data. To remove overly complex sentences, we extracted sentences
that must: (i) have less than or equal to five words1 and one verb, (ii) have words in a sibling
relationship in dependency tree, and both of them accompany a particle or adverb, (iii) not
have special symbols such as parentheses, and (iv) not have a backward dependency path.
For each sentence, we created its scrambled version.2 The scrambling process is as follows:

1. Identifying the dependency structure using JUMAN3 and KNP4.

2. Randomly selecting a word that has several syntactic dependents.

3. Shuffling the position of these dependents along with their descendants in the syntactic
tree.

Crowdsourcing We used the crowdsourcing platform Yahoo Japan!5. For our task, we
showed crowd workers a pair of sentences (order1, order2), where one sentence has the orig-
inal word order, and the other sentence has a scrambled word order.6 Each annotator was

1Henceforth, “word” refers to a phrasal unit called bunsetsu in the Japanese language.
2When several scrambled versions were possible for a given sentence, we randomly selected one of them.
3http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
4http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KNP
5https://crowdsourcing.yahoo.co.jp/
6Crowdworkers did not know which sentence was the original sentence.

http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KNP
https://crowdsourcing.yahoo.co.jp/
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instructed to label the pair with one of the following choices: (1) order1 is better, (2) order2
is better, or (3) the pair contains a semantically broken sentence. Only the sentences (order1,
order2) were shown to the annotators, and they were instructed not to imagine a specific
context for the sentences. We filtered unmotivated workers by using check questions.7 For
each pair instance, we employed 10 crowd workers. In total, 756 unique, motivated crowd
workers participated in our task.

From the annotated data, we collected only the pairs satisfying the following conditions
for our experiments: (i) none of 10 annotators determined that the pair contains a seman-
tically broken sentence, and (ii) nine or more annotators preferred the same order. The
majority decision is labeled in each pair; the task is binary classification. We collected 2.6k
pair instances of sentences.

3.3.2 Preference of large-scale LMs
LMs settings: We used auto-regressive, unidirectional LMs with Transformer (Vaswani
et al., 2017b). The input sentences are once divided into morphemes by MeCab (Kudo,
2006) with a UniDic dictionary,8 and then these morphemes are split into subword units
by byte-pair-encoding. (Sennrich et al., 2016)9. 160M sentences randomly selected from
3B web pages were used to train the LMs. Hyperparameters are shown in Appendix A.1.1.
We trained two variants of unidirectional LMs: left-to-right and right-to-left LMs (133M
parameters). They achieved a perplexity of 28.51 and 28.25 in validation 10k sentences,
respectively.

Given a sentence s, we calculate its generation probability p(s) = ⃖⃗p(s) ⋅ ⃖⃖p(s), where ⃖⃗p(⋅)
and ⃖⃖p(⋅) are generation probabilities calculated by a left-to-right LM and a right-to-left LM,
respectively.10 We compare the generation probabilities assigned to s and its variants with
different word orders. The order with the highest generation probability is assumed to be
favored by LMs.

Results: We compared the word order preference of LMs and that of the workers by using
the 2.6K pairs created in Section 3.3.1. The task is to select the word order that is favored
by the crowd workers given a pair of word order variations. The accuracy of selecting the

7We manually created check questions considering the Japanese speakers’ preference in trial experiments
in advance.

8https://unidic.ninjal.ac.jp/
9Implemented in sentencepiece (Kudo and Richardson, 2018) We set character coverage to 0.9995，and

vocab size to 100,000.
10In this experiment, human subjects were not forced to read from left to right in judging the acceptability,

thus we tentatively used bi-directional scores.

https://unidic.ninjal.ac.jp/
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Fig. 3.3 Relationship between the word ordering accuracy and perplexity of LMs.

order preferred by the crowd worker is 95.0 (the chance rate is 50.0). This indicates that
LMs exhibit surprisingly well parallels with humans in word order preferences.

3.3.3 Relationship between perplexity and word order preference
We additionally investigated the relationship between the LM quality (i.e., perplexity; PPL)
and their word ordering accuracy. Here, higher word ordering accuracy indicates that the
model’s word order preference is more consistent with humans. This accuracy is evaluated
in the samemanner as Section 3.3.2. We investigate whether a good PPL, a typical evaluation
metric of LMs, can be regarded as an indicator of LM’s human-like word order preference.

LMs settings: To examine the word order preference of various LMs differing their per-
plexity, we trained 111 variants of LMs with different training settings. Namely, the follow-
ing four variants of LMs were used: Transformer-large (TRANS-LG) (Vaswani et al., 2017a),
Transformer-small (TRANS-SM), LSTM (LSTM) (Hochreiter and Schmidhuber, 1997), and
N-gram LMs (N-GRAM).11 The parameters of each neural LM were saved at four different

11The neural LMs were trained with the fairseq toolkit (Ott et al., 2019). N-GRAM LMs were trained using
KenLM https://github.com/kpu/kenlm.

https://github.com/kpu/kenlm
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points during training: 100, 1K, 10K, and 100K parameter updates. As the N-GRAM models,
3-gram, 4-gram, and 5-gram LMs were used. For each neural LM architecture (TRANS-LG,
TRANS-SM, and LSTM), three variants were trained using different training data sizes: LG
(full training data), MD (1/10 training data), and SM (1/100 training data). Note that the LG
data consists of approximately 5M sentences, which is 1/30 smaller than the data used in the
previous Section 3.3.2 due to computational resource constraints. The N-gram LMs were
trained on the LG datasets. Hyperparameters of neural LMs are shown in Appendix A.1.2.

To summarize, 39 LM training settings were attained (3 architectures × 3 data size × 4
parameter updates = 36 neural LMs, plus 3 N-GRAM LMs). In addition, our experiments use
three LMs trained using different random seeds for each neural LM training configure; hence,
111 LMs (36 neural LMs × 3 seeds, plus 3 N-GRAM LMs) were tested for each language. In
this section, we evaluated the LMs’ word order preferences only in terms of the likelihoods
computed by the left-to-right manner ⃖⃗p(s).

Results: Figure 3.3 shows the relationship between the two metrics; the better PPL LMs
have, the more human-like word order preference LMs exhibit. Note that low PPL indicates
an accurate prediction of the upcoming word. Based on this observation, in the next section,
we further investigate how well the large-scale, accurate LMs (used in Section 3.3.2) exhibit
reasonable word order preference.

3.4 Experiment2: consistency with linguistic studies
This section examines whether LMs show word order preference that is consistent with pre-
vious psycholinguistic and quantitative linguistic studies using controlled materials. The
results show that the LM preference is entirely consistent with these studies, which support
that LMs have proper word order preference.

3.4.1 Double objects
The order of double objects is one of the most controversial topics in Japanese word order
studies. Examples of the possible order are as follows:

(5) DAT-ACC: Seito-ni
student-DAT

hon-wo
book-ACC

ageta
gave.

ACC-DAT: Hon-wo
book-ACC

:::::::
seito-ni
student-DAT

ageta
gave.
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(a) Correlation between each verb’s
ACC-DAT rate estimated by LMs and
corpus counts.

(b) Relationship between each verb’s Rv
DAT-only

and the ACC-DAT rate estimated by LMs and cor-
pus counts.

Fig. 3.4 Overlap of the results of corpus study (Sasano and Okumura, 2016) and that of LMs.
In figures (a) and (b), each plot corresponds to each verb.

Henceforth, DAT-ACC (ACC-DAT) denotes the word order in which the DAT (ACC) argument
precedes the ACC (DAT) argument. We assess the double object order preference from the
viewpoint of the five linguistic aspects.

1. Double-object order for each verb: First, we focus on the double object order trends
for each verb. It is known that different verb has different trends; whether LMs imitate such
verb-dependent trends is interesting to see.

For a particular verb, the ratio of LMs preferring the DAT-ACC order than the ACC-DAT
order is computed. Specifically, using the set of examples Sv for verb v, we: (i) created
an instance with the swapped order of ACC and DAT for each example, (ii) compared the
generation probabilities of the original and swapped instance, and (iii) summarized the ratio
DAT-ACC order is preferred:

Rv
ACC-DAT =

Nv
ACC-DAT

Nv
ACC-DAT + Nv

DAT-ACC
.

Here, the list of verbs v and their examples Sv are collected by Sasano and Okumura (2016).
The Rv

ACC-DAT for 620 verbs is calculated, and we analyzed the consistency between the ob-
tained preference in LMs and the corpus trends.
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Figure 3.4-(a) shows the relationship between Rv
ACC-DAT determined by LMs (Y-axis) and

one estimated in the existing corpus study (X-axis) (Sasano and Okumura, 2016). Each dot
corresponds to the result for each verb. These results strongly correlate with the Pearson
correlation coefficient of 0.88. That is, LMs could successfully model the verb-dependent
trends in the order of their double objects.

2. Argument omission: It is claimed that a rarely omitted case is placed near a verb (Sasano
and Okumura, 2016). Intuitively, for a particular verb v, we computed the two metrics of
how frequently ACC argument is (i) not omitted for the verb, and (ii) placed near the verb.
Then the relationship between the two metrics is investigated.

Specifically, we first quantified how rarely ACC argument is omitted for a verb v as follows:

Rv
DAT-only =

Nv
DAT-only

Nv
DAT-only + Nv

ACC-only
,

where Nv
DAT-only (Nv

ACC-only) denotes the number of examples in which the DAT (ACC) case
appears, and the other case does not in Sv. A large Rv

DAT-only score indicates that the DAT
argument is less frequently omitted than the ACC argument in Sv.

Then, we compared the Rv
DAT-only and how frequently the DAT argument is placed nearer a

verb than ACC argument (Rv
ACC-DAT). Corpus study indicated that there is a positive correlation

between the two metrics.
Figure 3.4-(b) shows that LMs reproduced the results reported in corpus-based study (Sasano

and Okumura, 2016), where the correlation coefficient was 0.391. The Pearson correlation
coefficient between Rv

DAT-only and Rv
ACC-DAT is 0.374 in the results obtained by LMs.

3. Verb type: There are two types of causative-inchoative alternating verbs in Japanese:
show-type verbs and pass-type verbs. Matsuoka (2003) claimed that the double object order
depends on their verb types; show-type verb prefers the DAT-ACC order, while the pass-type
verb prefers the ACC-DAT order.

The verb types are categorized by the sentence structure with the corresponding inchoa-
tive verb. For the show-type verbs, the DAT argument of a causative sentence becomes the
subject in its corresponding inchoative sentence (Example (10)). On the other hand, the
ACC argument of a causative sentence becomes the subject in its corresponding inchoative
sentence for the pass-type verbs (Example (11)):
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Fig. 3.5 ACC-DAT rate for pass-type and show-type verbs. The left part corresponds to the
preferences by LMs, and right part corresponds to those by humans. Both results suggest
that there is no significant difference in double object order preference between the two verb
types.

(10) Causative: Seito-ni
student-DAT

hon-wo
book-ACC

miseta
showed.

(𝜙I showed a student a book.)

Inchoative: Seito-ga
student-NOM

mita
saw.

(A student saw 𝜙something.)

(11) Causative: Seito-ni
student-DAT

hon-wo
book-ACC

watashita
showed.

(𝜙I passed a student a book.)

Inchoative: Hon-ga
book-NOM

watatta
passed.

(A book passed to 𝜙something.)

It is hypothesized that the show-type verb prefers the DAT-ACC order, while the pass-type
verb prefers the ACC-DAT order.

Figure 3.5 shows the Rv
ACC-DAT distributions of the show-type and pass-type verbs. Exist-

ing empirical studies reported that there is no significant difference between the two groups (Mat-
suoka, 2003; Sasano and Okumura, 2016). This is replicated by LMs; it is also observed
that the two distributions of Rv

ACC-DAT determined by LMs (show-type and pass-type verbs)
are not significantly different (the Wilcoxon rank-sum test p-value is 0.12). Notably, LMs
showed moderately contrasting trends with the corpus statistics; pass-type verb more prefers
ACC-DAT order than show-type. Exploring the source of this discrepancy could be our future
work.
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4. Animacy of argument: It is claimed that the canonical word order differs depending
on the animacy of the arguments (Matsuoka, 2003; Sasano and Okumura, 2016); animate
argument tends to be positioned earlier. We used minimal pair of two sentences where only
the dative argument is different collected by Sasano and Okumura (2016):

(6) Type-A:
:::::::::
Gakk ̂𝑜-ni
school-DAT

hon-wo
book-ACC

kaeshita
returned.

Type-B:
:::::::::
Sensei-ni
teacher-DAT

hon-wo
book-ACC

kaeshita
returned.

Here, Type-A has an inanimate goal (school) as the DAT argument, while Type-B has an
animate processor (teacher). The ACC-DAT order should be more favored by Type-A con-
struction than Type-B because the inanimate dative argument in Type-A should tend to be
introduced later. Following Sasano and Okumura (2016), we analyzed 113 verbs.12

For each verb, we calculated the two scores: (i) ratio that the ACC-DAT order is preferred
by LMs in its Type-A examples, and (ii) the ratio in its Type-B examples. Then we catego-
rized the verb into two groups: the ACC-DAT order is more frequently preferred in its Type-A
than its Type-B (group 1), and those with opposite trends (group 2). The number of verbs
in group-1 is significantly larger (a two-sided sign test p < 0.05). That is, LMs could re-
produce the trend that animate argument is likely to be positioned earlier (i.e., the Type A
sentence, where an DAT argument is inanimate, tends to be ACC-DAT order, where inanimate
DAT argument is positioned later).

5. Co-occurrence of verb and arguments: It is claimed that an argument that frequently
co-occurs with the verb tends to be placed near the verb (Sasano and Okumura, 2016). To
quantify this trend, we compared the two metrics: (i) the ACC-DAT ratio, and (ii) how the
DAT noun more strongly co-occurs with the verb than the ACC noun. Given a triple of (v, DAT
noun, ACC noun), the latter co-occurrence score is calculated as follows:

ΔNPMI = NPMI(nDAT, v) – NPMI(nACC, v) ,

where NPMI(nc, v) = PMI(nc, v)
–log(p(nc, v)) ,

PMI(nc, v) = log
p(nc, v)

p(nc)p(v) ,

12Among the 126 verbs used in Sasano and Okumura (2016), 113 verbs with data that do not overlap with
the LM training data were selected.
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where, v is a verb and nc (c ∈ {DAT, ACC}) is its argument. A higher ΔNPMI means that the
DAT noun more strongly co-occurs with the verb than the ACC noun. It is suggested that high
ΔNPMI (DAT noun highly co-occurs with verb) leads to a high ACC-DAT ratio (DAT noun is
positioned near the verb).

The correlation between ΔNPMI and the ACC-DAT ratio among the examples was 0.521
with Pearson’s correlation coefficient. This replicates the corpus trend (Sasano and Oku-
mura, 2016); the correlation was 0.577.

3.4.2 Adverb position
Next, the preference of the adverb position in LMs is investigated. Note that the adverb po-
sition has no strict restriction except that it must be before the verb. Koizumi and Tamaoka
(2006) suggested that the canonical position of an adverb depends on its type. They inves-
tigated the position of the following four types of adverbs: MODAL, TIME, MANNER, and
RESULTIVE.

We collected the same examples as Koizumi and Tamaoka (2006), and for each exam-
ple, we identified the most plausible adverb position estimated by LMs. Specifically, for
each example, we identified the order with the highest probability in the following three
candidates:

(10) ASOV: Ranbôni
roughly

tomodachi-ga
friend-NOM

dôgu-wo
tools-ACC

atsukatta
handled.

SAOV: Tomodachi-ga
friend-NOM

ranbôni
roughly

dôgu-wo
tools-ACC

atsukatta
handled.

SOAV: Tomodachi-ga
friend-NOM

dôgu-wo
tools-ACC

ranbôni
roughly

astukatta
handled.

Then, we aggregated the most frequently preferred order in each adverb group. Table 3.2
shows the preferred adverb position by LMs. In the MANNER adverb, the SAOV and SOAV
order is selected the same number of examples. There is a remarkable parallel between the
position LMs and humans assumed to be natural. The human results are from Koizumi and
Tamaoka (2006).

3.4.3 Order of constituents representing time, location, and subject
It is well-known that the constituent representing time information (TIM), location informa-
tion (LOC), and the subject (NOM) is ordered in the TIM-LOC-NOM order (Saeki, 1960, 1998).
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Table 3.2 Overlap of the preference of LMs and that of humans (Koizumi and Tamaoka,
2006) in the adverb position.

Model MODAL TIME MANNER RESULTIVE
LM ASOV SAOV SAOV, SOAV SOAV
Koizumi(2016) ASOV ASOV, SAOV SAOV, SOAV SAOV, SOAV

These categories (e.g., location) do not exactly correspond to the particle types; for exam-
ple, some constituents with particle “de” indicates the place information, while others with
“de” do not. We examine whether LMs could capture the categories of constituent content,
specifically through the lens of position and time order.

Data First, we randomly collected 50M sentences from 3B web pages. Note that there is
no overlap between the collected sentences and the training data of LMs. Next, we obtained
the sentences that satisfy the following criteria: (i) there is a verb (placed at the end of the
sentence) with more than two directly depending arguments, and (ii) each argument (with
its modifiers) has fewer than 11 morphemes. Each example sentence is created by ordering
the arguments with their descendants and verb, preserving their original order.

We then regard the constituent (argument and its descendants) satisfying the following
condition as the TIM constituent: (i) accompanying the postpositional particle “ni,” and (ii)
containing time category morphemes (identified by JUMAN). We regard the constituent (ar-
gument and its descendants) satisfying the following condition as the LOC constituent: (i)
accompanying the postpositional particle “de,” and (ii) containing location category mor-
phemes (identified by JUMAN). 81k examples with TIM or LOC constituents were created.
The average number of characters in a sentence was 45.1 characters.

Word order analysis For each example s, we created all possible word orders (scram-
bling the arguments) and obtained the word order with the highest generation probability
( ̂s). Given a set of LMs-preferred examples Ŝ, the ratio o(a ≺ b) that the type a constituent
precedes the type b is calculated:

o(a ≺ b) =
Na≺b

Na≺b + Nb≺a
,

where Na≺b is the number of examples where the type a constituent precedes the type b in Ŝ.
The o(a ≺ b) score more than 0.5 indicates that the type a is more likely to be placed before
the type b. If the TIM-LOC-NOM order is preferred in LMs, o(TIM ≺ LOC), o(TIM ≺ NOM),
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Table 3.3 The columns a ≺ b show the score o(a ≺ b), which indicates the rate of constituent
type a beingmore likely to be placed before b. The row “Corpus” shows the trends in original
corpus.

TIM≺LOC TIM≺NOM LOC≺NOM

LM .708 .632 .615
Corpus .686 .666 .681

and o(LOC ≺ NOM) should be larger than 0.5. The results are shown in Table 3.3. The corpus
statistics agrees with theTIM-LOC-NOM order, and the LM also replicates this preference. This
indicates that LMs have word order preference that is consistent with corpus statistics and
known linguistic description.

3.5 Conclusion
From the two experiments, we tentatively concluded that neural LMs exhibit human-like
word order preference even in a word order flexible language. Their preferences were suc-
cessfully aligned with human acceptability judgment and several reports in linguistic studies.
In addition, we observed that LMs with better next-word prediction performance show more
human-like word order preference. From a scientific viewpoint, these results also imply that
the human word order preference could be acquired only through exposure to language data,
and why/how these particular trends emerged could be an interesting next question.



Chapter 4

Cross-Linguistic Analysis of
Incremental Sentence Processing
by Neural Language Models

4.1 Introduction
Whereas the previous chapter analyzed the sentence-level acceptability judgment by humans
and language models (LMs), this chapter analyzes the more in-depth, token-by-token in-
cremental processing difficulties exhibited by humans and LMs. It is well known that the
probability of a word in context (i.e., surprisal) impacts its processing difficulty in incremen-
tal human language comprehension (Demberg and Keller, 2008; Hale, 2001; Levy, 2008;
Smith and Levy, 2013). Building on this basis, researchers have compared a variety of lan-
guage models (LMs) in terms of how well their surprisal correlates with human reading
behavior (Aurnhammer and Frank, 2019; Fossum and Levy, 2012; Frank and Bod, 2011;
Goodkind and Bicknell, 2018; Hale et al., 2018; Merkx and Frank, 2021; Roark et al., 2009;
Wilcox et al., 2020). For example, recent studies reported that LMs with better performance
for next-word prediction could also better predict the human reading behavior (i.e. more
human-like) (Fossum and Levy, 2012; Goodkind and Bicknell, 2018; Wilcox et al., 2020).

In this chapter, we re-examine whether the recent findings on human-like computational
models can be generalized across languages. Despite the community’s ongoing search for
a language-independent model (Bender, 2011), existing studies have focused almost exclu-
sively on the English language. Having said that, broad-coverage cross-linguistic evaluation
of the existing reports is prohibitively difficult. In fact, data on human reading behavior
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Yononakaniwa
(In the world)

samazamana
(all kinds of)

hitoga
(people)

irutoiu
(there are)

kotoga
(that)

yoku
(well)

wakatta
(understood)
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Fig. 4.1 Gaze duration from human subjects and surprisal from language models for the
Japanese sentence “Yononakaniwa samazamana hitoga irutoiu kotoga yoku wakatta.” (I un-
derstood well that there are all kinds of people in the world.)

(e.g., eye movement) is available only in limited languages. As an initial foray, this study
focuses on the Japanese language as a representative of languages that have typologically
different characteristics from the English language. If the observation is different between
English and Japanese, the current findings on English data might lack a universality across
languages.

We specifically revisit the recent report—the lower perplexity a LM has, the more human-
like the LM is—in the English and Japanese languages (Fossum and Levy, 2012; Goodkind
and Bicknell, 2018; Wilcox et al., 2020). In addition to the importance of cross-linguistic
evaluation, the report itself is worth investigating. Recent studies in the machine learning
field have reported that more parameters, training data, and computation cost can result in
better PPL (Brown et al., 2020; Kaplan et al., 2020). Our investigation has implications for
whether a human-like model might exist beyond such improvements.

More concretely, over three dozen of LMs were trained for each language, with variants
in their architecture, training data size, and the number of parameter updates. Then, the
surprisals computed by each LM were compared to human eye movement data (Figure 4.1).
The analysis of the relationship between PPL and the psychometric predictive power re-
vealed substantively different trends between the Japanese and English LMs. In Japanese,
a lower PPL of a LM does not indicate better performance for modeling reading behavior.
By contrast, in English, there was a clear relationship between the two metrics as reported
in the prior studies.

This opens a remaining and important question: why are English and Japanese different
in this aspect? We discuss the differing results between English and Japanese from the per-
spective of the uniform information density hypothesis (Genzel and Charniak, 2002; Jaeger
and Levy, 2007; Levy, 2005). We find that the processing difficulty (i.e., gaze duration) of
words is less uniformly distributed within a Japanese sentence. Given this, the discrepancy
of the results between English and Japanese might stem from a mismatch between the infor-
mation uniformity of the target language and the LM’s training objective. We demonstrate
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that tuning Japanese LMs to this training objective collapses the human-like nonuniformity
of the processing difficulty observed in Japanese subjects.

4.2 Related work

4.2.1 Human sentence processing and LMs
What factor determines the incremental difficulty of human language processing? At present,
surprisal theory (Hale, 2001; Levy, 2008) has been widely adopted in the field of computa-
tional psycholinguistics. This theory suggests that the processing difficulty of a word is
determined by how predictable the word is in its preceding context (– log p(word|context)).

Existing studies have compared various computational models by checking the effective-
ness of their surprisals in modeling human reading behavior (Fossum and Levy, 2012; Frank
and Bod, 2011; Goodkind and Bicknell, 2018; Hale, 2001; Hale et al., 2018; Merkx and
Frank, 2021; Roark et al., 2009; Wilcox et al., 2020). Data such as eye movement (Kennedy
et al., 2003) and brain activity (Brennan et al., 2016; Frank et al., 2015) are used as mea-
sures of human reading behavior. For example, using eye movement data, Frank and Bod
(2011) compared the surprisals from phrase-structure grammars (PSGs) with those from a
non-hierarchical, sequential model, tentatively concluding that human sentence processing
was insensitive to hierarchical structures since non-hierarchical models displayed better psy-
chological predictive power than PSGs. Recently, researchers reported that surprisals from
LMs with low PPL correlate well with human reading behaviors (Aurnhammer and Frank,
2019; Fossum and Levy, 2012; Goodkind and Bicknell, 2018; Wilcox et al., 2020).

The work most closely related to this study is Wilcox et al. (2020). They examined the
relationship between PPL, psychometric predictive power, and syntactic knowledge in LMs
using a variety of models, including modern neural LMs (Radrof et al., 2018). They found
a tight relationship between PPL and psychometric predictive power in the English corpora.
This study investigates whether this relationship can be generalized across languages.

4.2.2 Reading behavior in Japanese
In comparison to English speakers, Japanese speakers display different patterns in sentence
processing. For example, an anti-locality effect (the more modifiers a word has in its pre-
ceding context, the easier the word is to process) has typically been observed in head-final
languages, including Japanese (Konieczny, 2000). Such differences between the languages
are assumed to be more or less due to their different sentence structures. Recently, eye
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movement data for naturally occurring Japanese texts have recently become available (Asa-
hara et al., 2016) and was extensively annotated with various linguistic properties (Asahara,
2017, 2018; Asahara and Kato, 2017).

4.3 Methods
This section describes the settings of LMs, eye movement data, and evaluation metrics.

4.3.1 Language models
A variety of sentence-level, left-to-right sequential LMs was used. Note that this setting is
the same as that in Section 3.3.3.

Training data of English LMs: We used the WikiText-103 dataset to train the English
LMs. Based on the reports that subword-level English LMs exhibits superior psychometric
predictive power (Wilcox et al., 2020), input texts were divided into subwords by a byte-pair
encoding (BPE) (Sennrich et al., 2016).1 The training data consist of approximately 4M
sentences (114M subwords units).

Training data of JapaneseLMs: Weused news articles and the Japanese part ofWikipedia
to train the Japanese LMs. Input texts were first segmented intomorphemes byMeCab (Kudo,
2006) with unidic dictionary, and then further divided into subwords by BPE.2 The training
data consist of approximately 5M sentences (146M subwords units).

Architectures: The following four variants of LMs were used: Transformer-large (TRANS-
LG) (Vaswani et al., 2017a), Transformer-small (TRANS-SM), LSTM (LSTM) (Hochreiter and
Schmidhuber, 1997), and N-gram LMs (N-GRAM).2 The parameter size was almost the same
for TRANS-SM and LSTM. With respect to the N-GRAM models, 3-gram, 4-gram, and 5-gram
LMs were used.

Training data size: For each neural LM architecture (TRANS-LG, TRANS-SM, and LSTM),
three variants were trained using different training data sizes: LG (full training data), MD

1Implemented in SentencePiece (Kudo and Richardson, 2018). We set character coverage to 0.9995，and
vocabulary size to 32,000 in English. In Japanese, the vocabulary size is 100,000, reflecting its richmorphemes.

2The neural LMs were trained with the fairseq toolkit (Ott et al., 2019). N-GRAM LMs were trained using
KenLM https://github.com/kpu/kenlm.

https://github.com/kpu/kenlm
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(1/10 training data), and SM (1/100 training data). The N-gram LMs were trained on LG
datasets.

Number of updates: The parameters of each neural LMwere saved at four different points
during training: 100, 1K, 10K, and 100K parameter updates.

To summarize, 39 LM training settings were attained for each language (3 architectures
× 3 data size × 4 parameter updates = 36 neural LMs, plus 3 N-GRAM LMs). In addition,
our experiments use three LMs trained using different random seeds for each neural LM
training configure; hence, 111 LMs (36 neural LMs × 3 seeds, plus 3 N-GRAM LMs) were
tested for each language. Appendix A.1.2 shows the detailed hyperparameters of TRANS-SM,
TRANS-LG, and LSTM.

4.3.2 Eye movement data
English: The Dundee Corpus (Kennedy et al., 2003), which contains gaze duration annota-
tion for each word, was used. Following Smith and Levy (2013), the first-pass gaze duration
was analyzed. Then, following Goodkind and Bicknell (2018), the data points that met any
of the following criteria were excluded:

• data points with zero gaze duration or that beyond three standard deviations
• words with punctuation or numeric characters
• words whose next word has punctuation or numeric characters
• first or last word in a line

In total, the analysis included 214,955 data points in the corpus.

Japanese: The BCCWJ-EyeTrack (Asahara et al., 2016), which contains gaze duration
annotation for each phrasal unit, was used. Note that the phrasal unit (i.e., bunsetsu) consists
of at least one content morpheme and its postpositional function morphemes. Henceforth,
an English word and a Japanese phrasal unit are referred to as a “word.” The same exclusion
criteria as the Dundee Corpus was applied to the BCCWJ-EyeTrack data.3 In total, the
analysis included 6,009 data points in the corpus. Note that the BCCWJ-EyeTrack data was
deliberately designed to address language-specific issues in Japanese such as the lack of
segmentation spaces in Japanese texts (Asahara et al., 2016).

3Strictly speaking, the exclusion criteria was slightly different between Japanese and English data. In the
Japanese data, we included the words whose next word had punctuation or a numeric character, as there is no
spillover effect in Japanese (see Section 4.3.3)
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Table 4.1 Statistics of the corpora used for evaluating the psychometric predictive power of
LMs. “#articles” and “#sents.” are the number of articles and sentences in each corpus.
“#words” denotes the number of words annotated with human reading time in each corpus.
“#data points” is the number of reading time annotations used in our experiments. Each word
has the reading time annotations from multiple subjects (#subjects per article). “Avg. GD
per word” is the averaged gaze duration per word. “Avg. #subwords per word” denotes the
averaged number of subwords consisting of each word.

Corpus #articles #sents. #words #data points
(used)

#subjects per
article

Avg. GD per
word

Avg. #subwords
per word

Dundee Corpus 20 2,478 51,501 214,955 10 227.1 1.3
BCCWJ-EyeTrack 20 218 1,643 6,009 12 361.6 3.4

Statistics: Table 4.1 shows the statistics of the Dundee Corpus and BCCWJ-EyeTrack
data. The BCCWJ-EyeTrack has more than 10 times a smaller number of data points than
the Dundee Corpus. Notably, the word annotated with eye movement information differs
between English and Japanese. On average, a Japanese word consists of 3.4 subwords, while
an English word consists of 1.3 subwords.

4.3.3 Evaluation metrics
Perplexity (PPL): Again, PPL of N symbols (w1, w2, ⋯ , wN), a typical evaluation metric
for unidirectional LMs, is defined as follows (Eq. 4.1):

PPL =
N

∏
i=0

p(wi|w<i)– 1
N . (4.1)

Low PPL indicates that the model can accurately predict the upcoming signal based on its
preceding context. The training objective of LMs works to minimize the PPL computed
by the model. In the experiments, the PPL of a LM is evaluated with the texts in the eye
movement data, which do not overlap with the training data. A model with low PPL is also
called a linguistically accurate model (Frank and Bod, 2011).

Psychometric predictive power: The surprisal measure, a negative logarithmic probabil-
ity of a word in context (– log p(word|context)), is a widely used information-theoretic com-
plexity metric. Intuitively, a model is considered to have high psychometric predictive power
(i.e., psychological accuracy) if the surprisals of words computed by the model have trends
similar to the human subject’s cognitive load (e.g., measured by gaze duration). Following
the existing studies (Goodkind and Bicknell, 2018; Merkx and Frank, 2021; Wilcox et al.,
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2020), the psychometric predictive power of a model was measured by comparing surprisal
from the model and gaze duration from human subjects.

While LMs process a text subword-by-subword, gaze duration is annotated in a larger
unit. Following the study using subwords (Wilcox et al., 2020), the surprisal of each word
was calculated using the joint probability of its constituent subwords. Formally, given a text
consisting ofN subwordsw1∶N = (w1, w2, ⋯ , wN), surprisal I(⋅) of aword sk = (wl, wl+1, ⋯ , wm),
where 1 ≤ l ≤ m ≤ N, was calculated as follows:

I(sk) = – log p(wl, ⋯ , wm|w<l)

= –
m

∑
k=l

log p(wk|w1, ⋯ , wk–1) .
(4.2)

The effect of surprisals for modeling human reading behavior was calculated using a
linear mixed-effects regression (Bates et al., 2015). Specifically, the gaze duration (GD) was
modeled using the following formula:

GD ∼ surprisal + surprisal_prev_1

+ surprisal_prev_2 + freq ∗ length

+ freq_prev_1 ∗ length_prev_1

+ screenN + lineN + wordN

+ (1|article) + (1|subj) .

(4.3)

The regression model includes baseline factors (e.g., frequency of a word) that are of no
interest in the comparison of LMs. A collection of factors used in the existing studies (Asa-
hara et al., 2016; Wilcox et al., 2020) were initially examined and the factors that were not
significant (p > 0.05) for gaze duration modeling both in the Dundee Corpus and BCCWJ-
EyeTrack were excluded. The frequency of a word (freq) was calculated using the entire
training data for LMs. Table 4.2 shows the details of each factor. The frequency of a word
(freq) was estimated using the full training data for the LMs.

In English experiments, surprisals of preceding words (surprisal_prev_1 and
surprisal_prev_2) were included in order to handle the spillover effect (the processing
cost of a certain word is affected by its preceding words) (Rayner and Well, 1996; Smith and
Levy, 2013). In Japanese experiments, the surprisals of preceding words were not included
because our preliminary experiment showed that these factors were not significantly effective
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Table 4.2 Factor names and their descriptions.

Factor name Type Description
surprisal num surprisal caluzulted by LMs
GD num reading time (first pass time)
article factor article ID
screenN int screen display order
lineN int the serial number of line the segment is displayed
wordN int the serial number of segment in a screen
sentN int the serial number of sentence the segment belongs to
tokenN int the position of segment in sentence
length int number of characters
freq num geometric mean of the frequencies of subword constituents

in a segment
subj factor participant ID
syn_category factor syntactic category the segment falls into (nominal, verbal,

modifier, or other)
sem_category factor semantic category the segment falls into (relation,

subject, action, product, or nature)
n_dependents int number of dependents before the segment

for modeling gaze duration in the BCCWJ-EyeTrack.4 All the regression models used in our
experiments were converged.

To isolate the effect of surprisal for gaze duration modeling, a baseline regression model
was trained without surprisal information (excluding the surprisal, surprisal_prev_1,
and surprisal_prev_2 terms from Eq. 4.3). Following Wilcox et al. (2020), the mean by-
word difference of log-likelihood between the model using surprisal values (Eq. 4.3) and the
baseline model was calculated. Henceforth, this metric is called ΔLogLik. When surprisal
from a LM is not effective for gaze duration modeling, the ΔLogLik score becomes zero. A
high ΔLogLik means that the surprisal values obtained by the LM are effective for modeling
gaze duration (i.e., the LM has a high psychometric predictive power).

4.4 Experiments
The relationship between PPL and psychometric predictive power is investigated. Further-
more, the relationship is analyzed with respect to the training configures of LMs (e.g., the

4The reason is probably that a Japanese phrasal unit (i.e., bunsetsu) could be a larger unit than an English
word.
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Fig. 4.2 Relationship between PPL (X-axis) and psychometric predictive power, i.e.,
ΔLogLik (Y-axis) in the English and Japanese languages. Each point corresponds to each
LM. A low score on the X-axis indicates the high linguistic accuracy of the model. The
PPL was calculated on the eye movement data, and the LMs with PPL more than 106 was
excluded from the figure. A high score on the Y-axis indicates that the model has a high
psychometric predictive power. Note that the X-axis is on a log scale.

number of parameter updates). Then, we discuss the results from the perspective of the
uniformity of information density.

4.4.1 Psychometric predictive power and PPL
Figure 4.2 shows the relationship between PPL and psychometric predictive power (i.e.,
ΔLogLik) of LMs in each of the languages. Each point corresponds to each LM, and a score
on the Y-axis indicates the psychometric predictive power of a LM (higher is better). The
X-axis is PPL on a log scale (lower is better).

Dundee Corpus: First, the results of the data from the Dundee Corpus show a clear rela-
tionship between PPL and psychometric predictive power; namely, lower PPL corresponds
to more psychometric predictive power, as reported by prior studies (Goodkind and Bicknell,
2018; Wilcox et al., 2020). Spearman’s rank correlation coefficient between the two metrics
was –0.87.

BCCWJ-EyeTrack: By contrast, in BCCWJ-EyeTrack, there was no clear, consistent
trend between the PPL and psychometric predictive power. While LMs with PPL over 400
show the correlation between PPL and psychometric predictive power (–0.68 with Spear-
man’s 𝜌), there is a positive correlation (0.53 with Spearman’s 𝜌) for LMs with PPL below
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Fig. 4.3 Separate effect of model architecture, training data size, and the number of parameter
updates for LMs’ psychometric predictive power in each language. Each point corresponds to
each LM. The box shows the quartiles of the data. The whiskers show 1.5 times interquartile
range.

400. The positive correlation means that the more accurately the LMs can predict the up-
coming word, the worse the psychometric predictive power of the LMs is. These results
demonstrate the non-universality of the recent report across languages; lower perplexity is
not always human-like. The LSTM LM trained using the MD dataset with 1K updates achieved
the best psychometric predictive power. Notably, surprisal was effective for gaze duration
modeling in all the Japanese LMs. ΔlogLik scores were significantly higher than zero with
the chi-square test (p <0.05).

4.4.2 Model architectures, data sizes, number of parameter updates
Which factor (e.g., model architecture, training data size, and the number of parameter up-
dates) characterizes the psychometric predictive power of LMs? Is the collection of effective
factors consistent between the two languages? This study takes a more in-depth look at the
separate effects of (i) model architecture, (ii) training data size, and (iii) the number of pa-
rameter updates for the psychometric predictive power.

Figure 4.3 summarizes the effect of each factor, where the Y-axis denotes the psychome-
tric predictive power. The most noticeable trend is that Japanese LMs with a relatively fewer
number of parameter updates (1K) have better psychometric predictive power than the other
Japanese LMs (bottom right part of Figure 4.3), while this trend does not exist in the En-
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glish LMs (top right part). This implies that the training objective of the LMs, maximizing
1
N ∑N

i=1 log P(wi|w<i), had a negative impact on the psychometric predictive power of LMs,
at least in Japanese. We discuss this point in Section 4.4.3.

To quantitatively test the differences in Figure 4.3, a linear regression model was trained
to estimate psychometric predictive power with the factors of the model architecture, the
training data size, and the parameter update number in each language. The training data size
and the parameter update number are represented as logarithmically transformed numerical
factors. The following trends were found: (i) ; (ii) the training data size positively affects the
performance in English alone; and (iii) the number of parameter updates positively affects the
performance only in English. There was no factor that boosted the psychometric predictive
power of LMs in both English and Japanese languages.

4.4.3 Discussion: uniform information density
The key question is: why do Japanese and English show different trends between PPL and
psychometric predictive power? One possible interpretation connecting our results to the
uniform information density is discussed in this section.

In computational psycholinguistics, it is commonly assumed that language is designed to
enable efficient communication. This principle has been typically investigated under the uni-
form information density (UID) hypothesis (Genzel and Charniak, 2002; Jaeger and Levy,
2007; Levy, 2005). This hypothesis suggests that speakers seek to keep the amount of infor-
mation constant across the signals (e.g., words).

Assuming this hypothesis holds for all languages, the reasonable expectation would be
for human subjects to show a near-uniform gaze duration across words regardless of their
native language. However, this study found that the coefficient of variation5 in gaze dura-
tion over the whole corpus was around 1.7 times higher in Japanese compared to English
(0.75 vs. 0.44). Specifically, in Japanese, the gaze duration tended to speed up towards the
end of sentences, whereas the duration was near-uniform in English (Figure 4.4).6 These
observations imply that the Japanese language might have a less uniform information den-
sity than English. This phenomenon was also investigated through the lens of word order,
where SOV languages such as Japanese are reported to show less uniformity of information
density (Maurits et al., 2010).

5Coefficient of variation is 𝜎
𝜇 , where 𝜎 and 𝜇 are the standard deviation and the mean of the first-pass gaze

durations in the eye movement data.
6At least in our experimental setup, token position within the sentence was not significantly effective for

gaze duration modeling in English sentences, whereas it was significant in Japanese sentences. We checked the
coefficient of the factor of position in sentence wordN using the linear regression model of GD ∼ sengmentN.
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Fig. 4.4 Uniformity of gaze duration with respect to wordposition in a sentence. This plot is
computed by the generalized additive model of GD ∼ wordN. Here, wordN is denoted as the
position of a word in a sentence.

Based on this observation, the discrepancy between English and Japanese low-PPL LMs’
psycholinguistic predictive power could stem from a mismatch between the LM’s training
objective and the information uniformity of the target language. The objective function,
1
N ∑N

i=1 log P(wi|w<i), defines that the “ideal” is to maximize all next word probabilities to
1.0 (a uniform goal).7 That is, LMs are, in theory, trained to approach a model satisfying the
UID assumption (Bloem, 2016), where all surprisals from the LM are equally, sufficiently
small across the words. Therefore, the objective function might lead to a worse approxima-
tion of human-like surprisal in languages that are further from the UID assumption, such as
Japanese, while it might bemore compatible with English, which has amore uniform process-
ing difficulty across words. This explanation would be consistent with the observation that
more tuning to the LM training objective (i.e., a lower PPL) had a negative impact on the psy-
cholinguistic performance of the Japanese LMs (Section 4.4.2). Note the tendency of LMs
to assign unreasonably high probabilities to words has also attracted attention from the view-
point of memorization capability of LMs (Carlini et al., 2020). In addition, the connection
of the UID hypothesis to the modern NLP techniques has been recently explored (Meister
et al., 2020; Wei et al., 2021b). We further investigate our hypothesis in Section 4.5.

7PPL, ∏N
i=1 P(wi|w<i)

– 1
N , is minimized when the LM objective are maximized.
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4.5 Probing nonuniform information density of Japanese
LMs

This study hypothesized that tuning to the LM objective (i.e., uniform goal) obscures the
nonuniform trend observed in the reading behavior of Japanese subjects. We investigated
whether the nonuniformity of the processing difficulty observed in human reading time is
mirrored by LM surprisals.

Settings: In a preliminary experiment, we observed that the syntactic category (similar
to part-of-speech) was the most dominant linguistic factor for explaining the difference in
human gaze duration in Japanese sentences (see Appendix 4.7). Based on this observation,
we analyze the nonuniformity of surprisals in Japanese LMs with respect to the syntactic
categories.

The words in BCCWJ-EyeTrack were classified into one of the following syntactic cat-
egories: (a) nominal (nouns), (b) verbal (verbs), (c) modifier (adjectives and adverbs),
and (d) other entries, as follows:

Kanojo-ga akai kaban-o kat-ta
She-NOM red bag-ACC buy-PAST
nominal modifier nominal verbal

As Asahara and Kato (2017) reported, verbal and modifier words have a shorter gaze
duration than the other words in Japanese sentences. An analysis was conducted on how
strongly the Japanese LM’s surprisals on words are influenced by their syntactic category.
This influence can be evaluated by examining how effectively syntactic category factors can
model LM surprisals.

In this experiment, surprisal was regarded as “simulated gaze duration” from an “LM sub-
ject,” and the importance of syntactic category information for modeling the simulated gaze
duration (simulated_GD) was evaluated. To inspect the effect of the syntactic category infor-
mation for modeling the simulated gaze duration, the following regression model8 was used,
including a factor defining which syntactic category the word falls into (syn_category):

simulated_GD ∼ syn_category + sentN + tokenN + freq ∗ length . (4.4)
8sentN and tokenN denote the sentence position and the word position in a sentence (see Appendix 4.7).

Note that the tokenN and syntactic category exhibit low correlation (0.02 with Pearson’s r).
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Fig. 4.5 Relationship between the LM’s psychometric predictive power and the effect of the
syntactic category on the surprisal computed by each LM (left part), and that between PPL
and the effect of the syntactic category (right part). Each point corresponds to each LM. The
PPL was calculated on the eye movement data, and the LMs with PPL of more than 106 was
excluded from the right part of the figure.

From this regression model, a log-likelihood score for the simulated gaze duration was ob-
tained. To evaluate the separate effect of syn_category, ΔLogLik between Eq. 4.4 and a
baseline model was calculated. The baseline model was simulated_GD ∼ sentN+tokenN+
freq ∗ length. The ΔLogLik is denoted as “Effect of syntactic category.” A lower score
means that the LM lacked the property of varying processing difficulty with respect to the
syntactic category.

Results: The results are shown in Figure 4.5. First, the higher psychometric predictive
power the LMs exhibit, the greater the effect of syntactic category on surprisals (left part in
Figure 4.5). This means that, depending on the syntactic category of the word they pro-
cessed, LMs with high psychometric predictive power computed surprisals with a more
nonuniform trend. The right part of Figure 4.5 shows that, as PPL decreases below a cer-
tain value (PPL ∼ 400), the Japanese LMs compute surprisals that obscure the nonuniform
trends with respect to the syntactic category of words.9 This trend supports our hypothesis
that tuning to LM objectives obscures the human-like nonuniformity of the processing diffi-
culty. Even though LMs that are not fully tuned to the LM objective (PPL ∼ 400) acquire
human-like trends with respect to syntactic category, these biases tend to be lost by further
lowering their PPL.

9The correlation between PPL and the effect of syntactic category in the LMs with PPL less than 400 was
0.45 and 0.34 with Pearson’s r and Spearman’s 𝜌, respectively.
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4.6 Conclusion
This study has investigated whether the recent reports on the psychometric predictive power
of LMs can be generalized across languages. Our initial investigation has re-examined the
recent report—the lower PPL a LM has, the more human-like the LM is—using Japanese eye
movement data. Our experiments have demonstrated a surprising lack of universality of this
report; lower perplexity is not always human-like. This discrepancy of the results between
the languages reinforces the need for the cross-lingual evaluation of the psychometric pre-
dictive power of LMs. The discussion considers potential factors that make the observation
different across languages from the viewpoint of the uniform information density hypoth-
esis. We believe that this is an important first step for seeking a language-agnostic model
of human sentence processing. Hopefully, this study encourages researchers to further in-
vestigate the universality of human language processing across languages. In addition, to
summarize the results in Chapter 3 and this chapter, it is demonstrated that Japanese LMs
exhibit human-like behavior at the sentence level, but their word-by-word behavior deviates
from the human-like behavior.

4.7 Preliminary experiments in Section 4.5
Which linguistic factor is helpful for explaining the difference in gaze duration? We con-
ducted experiments using linguistic annotation in the BCCWJ-EyeTrack. Following the ex-
isting studies, we checked the separate effect of syntactic category, semantic category (Asa-
hara and Kato, 2017), and a particular aspect of hierarchical syntactic structure (i.e., the anti-
locality effect) (Asahara et al., 2016). Specifically, we used the factors, syn_category,
sem_category, and n_dependents, shown in Table 4.2. For each factor, we inspect the
separate effect of each factor for modeling gaze duration. As Eq. 4.4, we first modeled the
gaze duration using each factor (factor_X):

GD ∼ factor_X + sentN + wordN + freq ∗ length . (4.5)

Then, we calculated the ΔLogLik between X and a baseline model. The baseline model was
GD ∼ sentN + wordN + freq ∗ length.

The ΔLogLik for each collection of factors are shown in 4.3. We found that syntactic
category is the most influential factor for modeling gaze duration, at least in this experiment.
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Table 4.3 The separate effect of each linguistic annotation for modeling gaze duration.

linguistic property ΔLogLik
syntactic category 58.37
semantic category 17.08

number of dependents 13.84



Chapter 5

Memory-based View of the Gap
between Incremental Sentence
Processing by Humans and
Neural Language Models

5.1 Introduction
The previous chapter highlighted the discrepancy between surprisals computed by accurate
LMs and human reading behavior and explored the cause from an information-theoretic view.
This chapter further investigates discrepancies between LMs and human sentence processing
from psycholinguistic perspectives.

Again, computational models of human incremental sentence processing have long been
a subject of psycholinguistic study (Crocker, 2010). One account of sentence processing is a
forward-looking, expectation-based one; it assumes surprisal as the predictor of incremental
processing cost. Recent studies thus compared computational models’ surprisal, i.e., next-
word prediction probability, to human reading behavior, e.g., gaze duration (Hale, 2001;
Levy, 2008; Smith and Levy, 2013). Some such analyses found discrepancies between LMs
and humans (Kuribayashi et al., 2021;Wilcox et al., 2021). For example, modern neural LMs
underestimated the processing cost of specific syntactic constructions (e.g., filler-gap depen-
dency) (van Schijndel and Linzen, 2021; Wilcox et al., 2021). In addition, simple n-gram
LMs often exhibit a good parallel with human reading behavior, despite the n-gram LMs’ rel-
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Fig. 5.1 Psychometric predictive power (PPP) of n-gram surprisal computed by neural LMs.
A higher value on the Y-axis represents that human reading behavior is better simulated by
the corresponding surprisal. The shaded area represents one standard deviation confidence
interval. The X-axis corresponds to the context length. Limiting the context length either
did not substantially hurt or rather improved the psychometric predictive power.

atively low accuracy on next-word prediction (Goodkind and Bicknell, 2018; Wilcox et al.,
2020).

We suspect that this discrepancy could stem from the excessively large working mem-
ory capacity of modern LMs compared to humans. While psychological research argues
that human working memory has a capacity of storing only seven (Miller, 1956) or even
four chunks (Cowan, 2001), the inductive bias of neural LMs assumes access to hundreds
or thousands of context tokens in parallel. Similarly, Merkx and Frank (2021) characterized
Transformer-based processing as consistent with a cue-based sentence processing theory,
emphasizing that typical variants of the theory also assume a memory decay (Lewis and
Vasishth, 2005; Lewis et al., 2006), and such a human-like prior was not explicitly imple-
mented.

In this study, we test our hypothesis by introducing input context restrictions mimicking
human memory limitations and observing their effectiveness for modeling reading behavior
data in two typologically different languages. Specifically, we compared n-gram-based sur-
prisal estimated by neural LMs to human gaze durationwhile reading naturally occurring text
in English and Japanese. Although recent psycholinguistic studies typically compare count-
based n-gram LMs and neural full-context LMs (Goodkind and Bicknell, 2018; Kuribayashi
et al., 2021; Wilcox et al., 2020), the effect of context limitation is not exactly analyzed, for
example, because there are at least two orthogonal differences between the models: neural-
based v.s. count-based, and limited-context v.s. full-context.

Overall, we found that limiting the context information either did not hurt or even im-
proved the cognitive plausibility of neural LMs in modeling naturalistic reading data (Fig-
ure 5.1). This implies that a much smaller context than previously assumed might be cross-
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lingually sufficient for simulating human behavior. More specifically, in Japanese, a clear
trend emerged: the little amount of context leads LMs to human-like behavior on average. Al-
though it is generally claimed that the reading behavior in the Japanese (head-final) language
conflicts with a memory-based effect (e.g., anti-locality), our results suggest that memory
limitations still come into play. We also found a mixed trend in the English data, implying
that longer-context inputs are still sometimes necessary to achieve human-like reading behav-
ior. Further analysis revealed that this is indeed the case in specific syntactic constructions,
such as long subject-verb dependencies (Section 5.5).

To summarize, our results emphasize that full-context surprisal is a sub-optimal choice
for explaining reading behavior; memory-limited n-gram surprisal (memory bias) and selec-
tive long-context access aligned with specific syntactic constructions (syntactic bias) could
be more plausible.

5.2 Background

5.2.1 Incremental sentence processing
Human readers incrementally process text and exhibit different processing costs (e.g., read-
ing time) for different tokens. Psycholinguistic theories on what influences such processing
cost are mainly categorized into expectation-based and memory-based theories.

Expectation-based theories claim that humans predict upcoming words during incremen-
tal sentence processing (Clark, 2013). Recent studies have extensively analyzed this expectation-
based aspect, comparing surprisal (– log p(word|context)) to human reading behavior (Hale,
2001; Levy, 2008).

Memory-based theories assert that human sentence processing is constrained by a lim-
ited working memory (Cowan, 2001; Lewis and Vasishth, 2005; Lewis et al., 2006; Miller,
1956). One fundamental view is that retrieving information from linearly distant items (i.e.,
processing long dependency) overloads humanmemory (Gibson, 2000). Furthermore, cross-
linguistic studies reported that different languages incur different memory decay (Frank
et al., 2016; Husain et al., 2014; Konieczny, 2000; Vasishth et al., 2010).

Integration of expectation and memory: Recently, Futrell et al. (2020) proposed to in-
tegrate both aforementioned theories. They theoretically introduced the concept of lossy-
context surprisal (– log p(word|noisy context)), i.e., that the expectation of the next word
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calculated with noisy context information should better predict human reading behavior
than with complete context. The n-gram LMs could be a special case of lossy-context sur-
prisal. Whereas the main focus of the study was the theoretical derivation of lossy-context
surprisal, our study complements their claim with empirical experiments of modeling hu-
man naturalistic reading behavior. To observe language-dependent effects, we also include
cross-linguistic analyses using languages with typologically different constructions: English
(SVO) and Japanese (SOV).

Recent psycholinguistic studies typically compare count-based LMs and neural full-context
LMs (Goodkind and Bicknell, 2018; Wilcox et al., 2020). In such an analysis, the effect
of context limitation is not exactly analyzed because there are at least two orthogonal dif-
ferences between the two models: neural-based v.s. count-based, and limited-context v.s.
full-context. In this study, we control the input of the neural language model and analyze
the context restrictions separately.

5.3 Method
Our experiments investigate how human-like neural LMs become with more or less context
at their input. Specifically, we measured the psychometric predictive power of LMs with
limited context access mirroring limited human working memory. This chapter follows the
settings in Chapter 4 except that surprisal values conditioned with limited contexts instead
of full contexts are used.

5.3.1 Lossy-context surprisal
Given a sentence consisting of symbols [w0, ⋯ , wn], the surprisal of the symbol wi in its
preceding context c<i = [w0, ⋯ , wi–1] is computed by Left-to-right LMs 𝜃 as follows:

I(wi, c<i) = – log p𝜃(wi|BOS ∘ [w0, ⋯ , wi–1]) , (5.1)

where BOS denotes a special symbol representing the beginning of a sequence and ∘ is a
concatenation function. Then, we control the LMs’ access to contextual information (i.e.,
working memory) by externally deleting the input symbols of LMs with a particular pattern.
Formally, we define the lossy-context surprisal of a word wi as follows:

Ilossy(wi, c<i, f) = – log p𝜃(wi|BOS ∘ f(c<i)) , (5.2)
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Table 5.1 An example of training data of neural LMs.

<s> _Prior _to _the _performance , _some _of _the _show <b> _on _4 _March _1990
_with _a _concert _performed _by _Ell a _Fitzgerald _at _the _Royal _Albert _Hal <b>
_or y z omy ine _rodents _from _the _Pleistocene _of _B ona ire , _West _Indies . <s>
_The _Har row _&

where the noising function f is applied to context c. Our experiment specifically investigates
n-gram surprisal that is computed with immediately preceding n – 1 words as context. That
is, f leaves only the last several symbols in computing surprisal.

While LMs process text subword-by-subword, gaze duration is annotated in larger seg-
ments. Same as Section 4.3, given a sequence of subwords [w0, w1, ⋯ , wn], the lossy-context
surprisal of the k-th segment sk = [wl, wl+1, ⋯ , wm] was calculated as the cumulative sur-
prisal of constituent subwords:

Ilossy(sk, c<l, f) =
m

∑
j=l

Ilossy(wj, c<j, f) . (5.3)

5.3.2 Language models
Weused the Transformer LMs for computing the n-gram surprisal. The LM training setting is
the same as TRANS-SM introduced in Section 4.3 except that training data is rearranged. When
computing n-gram surprisal, the LMs have to predict the upcoming words with severely
limited context from the middle of a sentence. However, such prediction is rarely enforced
during ordinal LM training, thus we augmented such data points. Specifically, we randomly
split each sentence into two sub-sequences; here, the former begins with a begin-of-sentence
special token (<s>), and the latter begins with a special token representing the breakpoint
(<b>). Then, training data is created by randomly patching these sub-sequences as shown in
Table 5.1. In this data, the data points following <b> enforce LMs to predict the upcoming
words using severely limited context without any prior token position within a sentence. The
BOS token in Eq. 5.2 corresponds to the <b> token.

5.3.3 Psychometric predictive power
We used the same datasets as Chapter 4, but we included the Japanese data points that satisfy
(i) the last segment in a line or (ii) contains punctuation. We fear that applying these criteria
reduces the data points corresponding to the main verb, which could be important data points
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Table 5.2 Comparison of PPP of N-gram surprisal (mean ± standard deviation). Values are
multiplied by 1000. N denotes the length of the input: N-1 preceding context segments and
one target segment.

N En Ja
2 7.1 ± 0.1 12.8 ± 0.5
3 7.0 ± 0.1 12.5 ± 0.5
5 7.1 ± 0.1 10.8 ± 0.3
7 7.1 ± 0.1 11.0 ± 0.3

10 7.1 ± 0.1 10.8 ± 0.3
all 7.1 ± 0.0 10.7 ± 0.4

especially in analyzing memory-based accounts of sentence processing. We used 217,876
data points from the Dundee Corpus and 9,217 from BCCWJ-EyeTrack.

5.4 Does limiting context length make LMs more human-
like?

Motivated by the memory-based theory of sentence processing, we hypothesized that shorter
contexts might bring LM surprisal closer to human reading behavior. To test our hypothesis,
we compared the PPP of surprisal given by LMs conditioned on n-1 preceding words (not
subwords), henceforth referred to as n-gram surprisal. We compared N ∈ {2, 3, 5, 7, 10}-
grams and full, where full refers to using the entire sentence (up to wi) as context. As the
main focus of this study is sentence-level syntactic processing, only the context within the
same sentence is used in all the settings.

Table 5.2 (visualized in Figure 5.1) shows the PPP of n-gram surprisal in relation to
input length n. Overall, the results are encouraging—using a shorter context did not hurt
the human-likeness in English and even improved it in Japanese. This supports the use of
shorter-context LMs as a step closer to a computational model of human sentence processing
in this cross-linguistic setting. This indicates that self-attention in Transformer might build
excessive working memory. Specifically, the Japanese results had a clear trend that limited
context leads LMs to human-like behavior.

In contrast, in English, PPP seems to remain mostly unaffected by different context
lengths. The English results are arguably equally surprising on their own—they imply that
there is no set human-like working memory capacity. One possible explanation for why
PPP seems unchanging in English is that both shorter and longer contexts contribute to
matching human reading behavior, depending on the context. Such an adaptive memory re-
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trieval would be in line with the concept of “good-enough processing” (Ferreira and Lowder,
2016); human readers adaptively store and retrieve as little context information as possible
to achieve the lowest adequate level of precision in sentence processing. To better under-
stand our results, we further investigated when longer context becomes more or less useful
for modeling human reading behavior (Section 5.5).

5.5 When does limiting/increasing context lengthmakeLMs
human-like?

5.5.1 Methods
We searched for subsets 𝒟 of the corpus where longer context information was (in)effective
for simulating human reading behavior. We quantified the effect of long context (ELC)
on 𝒟 using a regression model. We measured the difference between the mean value of
squared residuals of reading timemodeling ℒ(li, 𝒟) with 2-gram (short) and all-gram (long)
surprisal:

ELC(𝒟) = ℒ(l2, 𝒟) – ℒ(lall, 𝒟) . (5.4)

A high ELC value indicates that reading times on 𝒟 were worse simulated with short context
(ℒ2(𝒟) ↑) and better simulated with long context (ℒfull(𝒟) ↓).

Note that the regression models are trained with the entire corpus, and the residuals at
the targeted data points 𝒟 are used in calculating ℒ . To more focus on the context effect,
tokens at the latter part1 of a sentence were used. Manual linguistic annotations were used
in the following analyses (Asahara et al., 2016; Barrett et al., 2015).

1Regarding the median of the word position in sentence was 12 and 7 in the Dundee and BCCWJ-EyeTrack
corpus respectively, 13th or later words in the Dundee corpus (20,554 words) and 7th or later words in the
BCCWJ-EyeTrack (4,051 words) were used.



5.5 When does limiting/increasing context length make LMs human-like? 47
EL

C
   

  

locality

(a) Relationship between the depen-
dency length and ELC score in English.

subj-verb distance

better with 
long context

EL
C

   
  

(b) Relationship between the subject-
verb distance and ELC score in English.

EL
C

   
  

locality

(c) Relationship between the de-
pendency length and ELC score in
Japanese.

EL
C

   
  

subj-verb distance

(d) Relationship between the subject-
verb distance and ELC score in
Japanese.

Fig. 5.2 Relationship between the ELC score and the dependency length/subject-verb dis-
tance. The positive correlation between ELC and the subject-verb distance is observed in
English. Note that the difference in the range of the X- and Y-axes between languages could
be due to language-dependent statistics (e.g., Japanese has long subject-verb distances due
to the SOV word order, and bunsetsu has a longer gaze duration than English word).

5.5.2 Dependency locality in English
Simple dependency length does not explain the effect of context length. It would be
a reasonable assumption that words with distant syntactically-related items requiring far-
ther contextual information will be better modeled by long-context LMs. To verify this, we
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grouped the data by the words’ dependency length and observed the ELC score for each set.
Here, the dependency length denotes the averaged distance to its preceding items with direct
syntactic dependency.2 The example (1) below illustrates the dependency lengths:

(1) You have a cap
0 1 0 1.5 = 2+1

2

Figure 5.2a shows the relationship between the ELC and dependency length. Surpris-
ingly, there was only a slight difference in the effectiveness of considering long context with
respect to dependency length (Pearson’s r=0.10).

Subject-verb dependency length in English explains the effectiveness of long context.
Narrowing down the focus to subject-verb dependency length produces a clearer picture.

We split the verbal data points (VB, VBD, VBG, VBN, VBP, and VBZ) by their distance to cor-
responding subjects.3 For example, the subject-verb distance for goes in Example (2) is
five:

(2) Ken , my brother , goes ...
5

Figure 5.2b shows the relationship between the ELC score and subject-verb distance. The
gaze duration for verbs with distant subjects was significantly better modeled with longer-
context surprisal (Pearson’s r=0.62). Given that only a slight trend existed in the overall
dependency length (Figure 5.2a), English readers seem to selectively weigh subject-verb de-
pendency in memory access. Therefore, not any long syntactic dependency but long subject-
verb dependency is retrieved from working memory during reading, which should be taken
into consideration while designing plausible models of working memory. Such sensitivity to
dependency type is indeed suggested in existing studies (Demberg and Keller, 2008); specif-
ically, the need for subject advantage in noise design is argued by Futrell et al. (2020). Our
results empirically support their claim.

2We recognize that there are various definitions of the locality effect (e.g., the distinction between old and
new information) (Gibson, 1998; Hawkins, 1994). Regarding the unambiguity of the implementation, this
study simply defined the score as the average of the distances to the preceding elements that have a direct
syntactic relationship.

3Preceding dependent with the nsubj relation is regarded as the subject.
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5.5.3 Source of the gap between English and Japanese results
Recall that Japanese gaze duration is generally better modeled with short context, whereas
English has no such clear trend (Section 5.4). The difference between the languages is high-
lighted when comparing dependency-related trends.

Subject-verb advantage disappears in Japanese We repeated the analysis of dependency
length in Section 5.5.2 using Japanese data. We did not find clear relationships between
dependency length and plausible context length (Figure 5.2c and 5.2d); Pearson’s correlation
coefficient between the ELC and dependency length was 0.12, and that for the subject-verb
dependency was -0.08. This suggests that the special effect of long subject-verb dependency
was unique to English, while Japanese readers seem to be less sensitive to long subject-verb
dependencies than English readers.

Note that the Japanese language does not have the subject-verb agreement and the gram-
matical subject is frequently omitted due to the prominence of the topic-comment struc-
ture (Li and Thompson, 1984), possibly making Japanese readers less conscious of the
subject-verb dependencies. This difference could make the English results more mixed than
the Japanese results of favoring short context LMs (Figure 5.1). Such language-dependent
effect is explored in the psycholinguistic studies (e.g., structural forgetting) (Futrell et al.,
2020; Futrell and Levy, 2017; Husain et al., 2014), and the search for a unified formulation
of memory design that fills the language-dependent gap could be an important next step.

5.6 Discussion
Japanese anti-locality = strong expectation + memory constraint. In head-final lan-
guages like Japanese sentences, it is typically reported that long dependencies do not over-
load, but facilitate sentence processing (i.e., anti-locality effect) Konieczny (2000) as if they
overcome the limited memory capacity humans would generally have. The higher PPP of
shorter-context surprisal (Section 5.1) clarifies this somewhat puzzling claim; compared to
the accurate estimate of surprisal distributions by long-context LMs, Japanese reading be-
havior still seems to be constrained by locality.

Sensitivity to syntactic categories. In Chapter 4, it was found that accurate LMs become
less sensitive to the syntactic category (e.g., noun, verb) of words than humans were. To
investigate if our shorter-context input remedied this tendency, we measured if syntactic cat-
egories were a good predictor of surprisal using regression modeling in the same manner in
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Fig. 5.3 Relationship between the input length (X-axis) and how corresponding n-gram sur-
prisal could be explained by syntactic category factor (Y-axis). The existing study pointed
out that the distinct trend of the accurate, less human-like LMs exhibiting a low value of this
effect.

Section 4.5. We found that the memory-constrained LMs did partially recover the sensitivity
that was lost in LMs using full context (Figure 5.3).

5.7 Conclusions
Although it has been suggested that context-limited (n-gram) surprisal is a strong baseline
in reading behavior modeling, there has been a little empirical investigation of what kind of
behavior the context limitation actually promotes and what sophisticated noise design could
be needed. Our empirical experiments using the input-controlled neural LMs have shown
that short context LMs simulate human reading behavior surprisingly well. Further analysis
has suggested that the necessary context could be limited to local context and clarifies the
additional need for selective context access aligned with a syntactic factor.



Chapter 6

Psycholinguistic Theory as an
Inductive Bias for Computational
Discourse Processing Model

6.1 Introduction
In the previous chapters, we explored the cross-linguistic universality of cognitive plau-
sibility analysis in the natural language processing (NLP) models. This chapter, on the
other hands, broadens the focus on the type of linguistic units. Whereas typical analyses
have focused on sentence-level syntactic processing, we explore a computational model for
discourse-level processing. Note that this chapter is in a little more engineering-oriented
direction than the previous chapters; considering cognitive plausible behavior of existing
discourse parsing model, we aim to lead these models to more linguistically proper process-
ing by exploiting cognitive viewpoint for discourse processing as a hint.

It has been generally suggested that humans a priori have an inductive bias that facilitates
efficient language acquisition. Therefore, existing studies have investigated inductive bias
that prompts neural NLP models to achieve good linguistic generalization. For example,
Dyer et al. (2016) imposed a sentence-level symbolic, hierarchical bias on neural model
architecture and achieved better performance in language modeling.

To take a step further, this study investigates an effective inductive bias for computerized
discourse processing rather than sentence-level processing. Language communication takes
place through discourse, coherent units consisting of sentences; thus, handling discourse-
level phenomena with computerized models is an important goal from both scientific and
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I believe that living in city is more attractive than coutryside. 
In cities, there are more jobs that are well-paid. Of course,
living in a city is more expensive, but incomes are higher too.

I believe __________.

_______________.

Of course ________________,

but ________________.

claim

supportive idea

opposite idea

counter attack

Analysis by formal schema 
(cohesion, how organized)

Analysis by content schema 
(coherence, knowledge of topic)

city countryside
work more less

salary better worse

expense higher lower

Viewpoint: working opportunity

text:

formal content
schemata
(knowledge)

Topic: City v.s. contryside

Fig. 6.1 Schema theory claims that humans have several schemata (background knowledge)
in the brain/mind, and these affect the interpretation of a text. It is suggested that there are at
least two types of schema required in discourse processing; formal and content schema. For-
mal schema corresponds to knowledge of text organization patterns (left, blue part). Content
schema corresponds to the knowledge of the topic (right, orange part).

engineering perspectives. The NLP fields struggle with handling discourse with computers,
for example, the existing neural discourse parsing model exhibits cognitively implausible
behaviors such as predicting shallow, near-linear trees despite the plausible structures being
deep, hierarchical ones. We hypothesized that this stems from the lack of a human-like
inductive bias in the neural model leading it to capture hierarchical generalization.

This study focuses on human discourse processing, specifically the schema theory (Rumel-
hart, 1980). We explore an effective inductive bias (architecture design) for the neural dis-
course processing model associated with this theory. The schema theory suggests that texts
do not convey their meaning by themselves, but the meaning depends on the past experiences
of the reader (background knowledge). The knowledge structure that the reader has acquired
previously is called a schema, and it is organized in the reader’s long-term memory. It has
been suggested that at least two types of schemata are used to interpret a text (Figure 6.1) (An,
2013; Carrell, 1982; Carrell and Eisterhold, 1983; Chaudron and Richards, 1985). One is a
formal schema, which is knowledge of the rhetorical organization of texts (e.g., usage of
discoursemarkers). The other is a content schema, which is external knowledge (e.g., knowl-
edge of the topic, culture) for tracking the semantic connections of textual content. These
schemata complement each other in text comprehension, for example, if a topic of a given
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Premise PremiseClaim Premise

ADU1: In addition,
I believe that city provides
more work opportunities

than the countryside.

ADU2:  
There are not only
more jobs, but they
are also well-paid.

ADU3:  
Of course living 
 in a city is more

expensive,

ADU4:
  but incomes

are higher
too.

Support
Attack Attack

ADU1 ADU2 ADU3 ADU4 ADU1 ADU2 ADU3 ADU4

(i) Potash+ 2017 (ii) LSTM+dist  
(GloVe, ELMo, BERT, RoBERTa, XLNET)

ADU1: In addition, 
I believe that city

provides more work
opportunities than the

countryside.

ADU2:  
There are not only

more jobs, but
they are also well-

paid.

ADU3:  
Of course 

 living in a city
is more

expensive,

ADU4:  
but incomes

are higher too.

Support
Attack Attack

Fig. 6.2 An example of argumentative text and its argumentation structure. Each node corre-
sponds to an argumentative discourse unit, and each edge corresponds to an argumentative
relation. The label below each unit (e.g., claim) indicates the type of unit. The label above
each edge represents indicates the type of edge. The underlined parts of the text correspond
to argumentative markers, and the rest part corresponds to propositions.

text is unfamiliar to the reader (i.e., having imperfect content schema), the reader relies on
formal schema (knowledge of a natural organization of text) to interpret the text (Ang, 2014).
These schemata are also called cohesion (formal schema) and coherence (content schema)
in text linguistics (Halliday and Hasan, 2014). These theories suggest that humans should
have a prior ability (inductive bias) to distinguish and organize the type of knowledge (i.e.,
distinguishing formal and content parts in a text). Therefore, we explore an inductive bias
(architecture design), which imposes a neural model on the explicit distinction between
formal and content knowledge, for effective computational discourse processing.

This study tackles argumentation structure parsing as a representative of the discourse
processing task. Argumentation structure parsing is the task to predict the latent discourse-
level structure of an argumentative text. Figure 6.2 shows an example of argumentative
text and its corresponding argumentation structure. In this example, a claim “In addition,
I believe that city provides more work opportunities than the countryside.” (ADU1) and
its supportive (ADU2) or opposite (ADU3) ideas are stated. The argumentation structure
is represented by a tree (Peldszus and Stede, 2015; Stab and Gurevych, 2017), where the
vertices of the graph represent argumentative discourse units (ADUs) and edges of the graph
represent argumentative relations between the ADUs.

Regarding the connections between this task and the schemata, for example, there is a typ-
ical rhetorical organization (could be formal knowledge) in argumentative texts (Kuribayashi
et al., 2017; Peldszus and Stede, 2013). The text in Figure 6.2 has a typical macro-structure
of “chain of attack” (ADU2 and 3), where the author of the argumentative text first made a
concession with a plausible opposite opinion (ADU2) and then immediately strengthens his
argument by counter-attacking it (ADU3).
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Additionally, the content schema is considered necessary for capturing semantic connec-
tions that provide clues for understanding the structure of discourse. For example, ADU3
and ADU4 in Figure 6.2 share semantically related ideas “living is expensive” and “incomes
are higher.” Knowledge of a financial topic should be helpful in interpreting the attack re-
lation between the two ADUs. Notably, the dataset of argumentation structure parsing task
consists of argumentative texts in several topics. That is, the model should process a text
on both unseen (content schema is imperfect) and previously seen topics (both formal and
content schema are helpful). Here, a computational model that is aware of both formal-level
and content-level perspectives is preferred.

Based on these intuitions, we induce an inductive bias that encourages the models to cap-
ture the argumentation structure from multiple perspectives: the formal and content schema.
Experiments show that our model with the proposed inductive bias achieves a better dis-
course parsing performance. Furthermore, our model performs robustly in parsing structures
with deep hierarchies, whereas existingmodels tend to predict shallow and nearly linear trees.

6.2 Related work

6.2.1 Inductive bias
Inductive bias is the set of assumptions that the learners use to make decisions for unseen
data (Mitchell, 1980). Humans are considered to have strong biases (e.g., favoring hierarchi-
cal generalization), facilitating efficient language acquisition. Currently, investigating the in-
ductive biases of neural networkmodels receives wide attention (Kharitonov and Chaabouni,
2021; McCoy et al., 2018). For example, typical neural architectures in NLP models exhibit
a weaker preference for hierarchical generalizations than humans have, and imposing hier-
archical inductive bias on network architecture is shown to yield better performance (Dyer
et al., 2016; McCoy et al., 2020; Yoshida et al., 2021). Regarding the reports that the exist-
ing argumentation parsing model tends to predict shallow trees (Stab and Gurevych, 2017),
some human-like bias could be needed in developing the model capturing the hierarchical
nature of discourse structure like humans.

6.2.2 Schema theory, cohesion, and coherence
There has long been significant research on the abilities needed to understand the meaning of
a text. One theory is schema theory, which holds that reading comprehension is an interac-
tion between a text and the reader’s background knowledge (schema) (Rumelhart, 1980). Al-
though the original schema theory is a general theory, in the context of text comprehension,
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it states that there are at least two types of schemata: formal schema and content schema (Car-
rell, 1982; Carrell and Eisterhold, 1983). A formal schema corresponds to the knowledge
of text organization (i.e., needed to capture cohesion), and a content schema corresponds to
the external knowledge of the topic (i.e., needed to capture coherence). Humans use these
schemata in complementary ways; for example, a pedagogical study has reported that a for-
mal schema is particularly exploited by non-native speakers who are unfamiliar with conven-
tional context (content schema) required to comprehend the textual content (Ang, 2014). In
this study, we aim to impose an inductive bias on neural models to make them understand
a text through multiple perspectives (formal and content schemata), as humans read a text
through the lens of multiple schemata.

6.2.3 Argumentation structure parsing
Argumentation structure parsing is the task of extracting the discourse-level structure from
a given argumentative text such as a persuasive essay. Based on the argumentation theo-
ries (Freeman, 2011; Toulmin, 1958), an annotation scheme has been designed and argu-
mentation structure parsers have been developed (Reed, 2006; Stab and Gurevych, 2017).
In recent years, argumentation structures have been widely exploited in applications such as
essay scoring systems (Ke et al., 2018; Nguyen and Litman, 2018).

Recently, reliable, high-quality datasets for argument structure analysis have been re-
leased (Peldszus and Stede, 2016; Stab and Gurevych, 2017) , and various argument struc-
ture parsing models have been proposed on these benchmark datasets. These models can be
categorized into (i) models that exploit manually designed features (Afantenos et al., 2018;
Peldszus and Stede, 2015; Stab and Gurevych, 2017) and (ii) neural-based models (Eger
et al., 2017; Potash et al., 2017). The manual feature-based models exploited features related
to argumentation and discourse. Some of these features are associated with a macro-level
formal schema of argumentative texts, such as the type and position of discourse connec-
tives in texts. Conversely, neural network-based models have achieved high-performance
analysis, although linguistically motivated features have rarely been used. In this study, we
integrate these approaches by imposing inductive bias into neural-based models to capture
the linguistic features of argumentative texts.

Discourse structure parsing based on rhetorical structure theory (Mann and Thompson,
1987) and discourse relation recognition in the Penn Discourse TreeBank (PDTB) (Prasad
et al., 2008) style are closely related to argumentation structure parsing. Rhetorical structure
theory and PDTB-style discourse analysis analyze discourse in a general domain and predict
relations such as cause, contrast, and concession relations among discourse units. In con-
trast, argument structure parsing narrows down the target domain into argumentative texts
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and predicts the functions of discourse units (evidence/argument) and the relations between
discourse units (support/refutation) with the goal of persuading others. The connections
between rhetorical structure theory and argument structure have been analyzed in recent
years (Stede et al., 2016).

6.2.4 Span representation
Span refers to a semantically meaningful unit consisting of one or more words, such as a
discourse unit. This study could also be viewed as improving the span representation of the
argumentative unit. The design of span representations has received considerable attention
in NLP tasks such as syntactic analysis (Kitaev and Klein, 2018; Stern et al., 2017;Wang and
Chang, 2016), semantic role assignment (He et al., 2018; Ouchi et al., 2018), coreference
analysis (Lee et al., 2017, 2018), and discourse analysis (Li et al., 2016). Recently, a span
feature extraction method called LSTM-minus was proposed (Wang and Chang, 2016) and
applied to various tasks. In this method, for a span (i, j), the difference between the hidden
layers of bidirectional Long Short-TermMemory (BiLSTM) corresponding to both start and
end token of the span (hj – hi–1) is used to compute a contextualized span representation.
This study also exploits this contextualization method to induce neural models to capture the
macro-structure of texts through multiple levels (formal and content schemata). Contextual
information is important in interpreting the meaning of discourse units (Lawrence and Reed,
2019; Nguyen and Litman, 2016). For example, the function of the utterance “Apples are
nutritious” is “support” if the utterance follows the claim “we should eat apples every morn-
ing,” but the function could be “attack” if the utterance is for the claim “Fruits are bad for
you.”

6.3 Task and model
Section 6.3.1 describes the overview of the task. Sections 6.3.2, 6.3.3, 6.3.4, and 6.3.5 denote
the model settings. Note that Section 6.3.4 proposes our cognitively motivated inductive
bias.

6.3.1 Task overview
Argument structure parsing includes (i) argumentative unit segmentation, (ii) argumentative
relation identification, (iii) argumentative relation type classification, and (iv) argumentative
unit type classification. Based on the existing studies (Niculae et al., 2017; Peldszus and
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AM1

Some people may argue that      children will be more material,  

neglect their study for earning money or be exploited by the employers 

 . However,        if children get good care and instructions from their

parents, they can take advantages of the work to learn valuable things and

avoid going in a wrong way        . 

 BiLSTMAM

BiLSTMAC

BiLSTMAM

BiLSTMAC

BiLSTM BiLSTM

Some employers

... ...

... Some that employers

... ...

...

...

children... ... ...

(i) No distinction between AM and AC (ii) Distinction between AM and AC 

BiLSTM BiLSTM

H1:T
ADU

h1:T

w1:T

H1:T
ADU_ctx

H1:T
ADU_dist

H1:T
AM

H1:T
AC

AC1
ADU1

AM1 AC1
ADU1

AM1

AC1
ADU1

AM2

AC2
ADU2

Fig. 6.3 Illustration of argumentation parsing models. The left part explains the model that
does not distinguish formal and content schema, and the right part illustrates the model that
does distinguish them. The below text is an example of an input argumentative text, where
ADUs (argumentative discourse units), AMs (argumentative markers), and ACs (argumen-
tative components) are underlined.

Stede, 2015; Potash et al., 2017), this study assumes that the argumentative units are pre-
segmented. The argument structure parsing model takes an argumentative text as input and
its encoder computes the span representation of each argument unit (Sections 6.3.2, 6.3.3,
and 6.3.4). Thereafter, the decoder classifies (a) the presence or absence of an argumentation
relation between each argumentative unit, (b) the type of each argumentative relation, and
(c) the type of each argumentation unit (Section 6.3.5)

6.3.2 Span representations
An argumentative text consists of T words w1∶T = (w1, w2, ⋯ , wT), where K ADU spans
SADU

1∶K = (sADU
1 , sADU

2 , ⋯ , sADU
K ) exist. Span sADU

k is denoted as (ik, jk); i and j are word
index (1 ≤ ik ≤ jk ≤ T). In this study, each ADU sADU

k is further divided into two parts:
argumentative marker sAM

k and proposition sAC
k . We assume that the proposition part follows

an argumentative marker in each ADU (Figure 6.3). That is, each ADU sADU
k = (ik, jk) is
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decomposed into argumentative marker sAM
k = (ik, ℓk) and proposition sAC

k = (ℓk + 1, jk),
where ik ≤ ℓk < jk holds. When there are K ADUs in argumentative text, there also exist K
argumentative markers and propositions. Henceforth, an argumentative marker is denoted
as AM, and a proposition is denoted as AC (argument component).

6.3.3 Span representations based on LSTM-minus
First, we incorporate a LSTM-minus span representation (Wang and Chang, 2016) to the
argumentation structure parser (left part in Figure 6.3). In our baseline model, AC and AM
are not distinguished. Span representation hADU

k for ADU span sADU
k = (ik, jk) is computed

as follows:

w1∶T = femb(w1∶T) , (6.1)
h1∶T = BiLSTM(w1∶T) , (6.2)

hADU
k = [⃖⃗hjk – ⃖⃗hik–1; ⃖⃖hik – ⃖⃖hjk+1; ⃖⃗hik–1; ⃖⃖hjk+1; 𝜙(wik∶jk)] . (6.3)

Here, the embedding layer femb converts the input symbolsw1∶T into word embeddingsw1∶T.
Given the input embeddings w1∶T, BiLSTM layer computes intermediate word representa-
tions ⃖⃗h1∶T and ⃖⃖h1∶T. The, span representation hADU

k for the span sADU
k is computed by the

representations from the BiLSTM. Here, the operation “;” denotes the vector concatenation
operation. This model is called LSTM model.

Note that an additional feature vector 𝜙(wi∶j) is also concatenated to the span represen-
tation in Eq. 6.3, following existing study (Potash et al., 2017). Specifically, we first created
the feature vector consisting of the following information for each ADU:

• Discrete bag-of-words vector

• Span representation from word embeddings, where embeddings are aggregated by
average, max, and min pooling (concatenated)

• One-hot-vector representing ADU position

• One-hot-vector representing paragraph position in the entire essay

• One-hot-vector representing whether the ADU is in the first paragraph, final para-
graph, or other paragraphs.

Then, we computed 𝜙(wi∶j) by transforming the above feature vector to 512-dimensional
representation by a single fully connected layer.
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6.3.4 Distinguishing formal and content schema
To implement an inductive bias for capturing formal and content schema-level flow in text,
we extend the computation of span representation (right part of Figure 6.3).

We regard that the formal aspect (the topic-agnostic rhetorical organization) of the argu-
mentative text is realized by the sequence ofAMs (e.g., “I believe that”→“Of course”→“but”).
By contrast, the aspect related to the content schema (external knowledge about the argued
topic) is considered to be realized by the sequence of ACs. Thus, we separately implement
the module capturing the sequence of AMs and that of ACs in the model architecture.

First, we decompose each ADU sADU
k into its AM sAM

k and AC sAC
k . Then, following

Eq. 6.2, each sAM
k and sAC

k are encoded into span representation using BiLSTM. Here, K
sequence of span representations for AMs are denoted as HAM

1∶K = (hAM
1 , hAM

2 , ⋯ , hAM
K );

similarly, the sequence of AC representations are denoted as HAC
1∶K = (hAC

1 , hAC
2 , ⋯ , hAC

K ).
Next, BiLSTMAM and BiLSTMAC encode the different types of contexts into HAM

1∶K and
HAC

1∶K, respectively:

HAM_ctx
1∶K = BiLSTMAM(HAM

1∶K) ,
HAC_ctx

1∶K = BiLSTMAC(HAC
1∶K) .

Here, HAM_ctx
1∶M = (hAM_ctx

1 , hAM_ctx
2 , ⋯ , hAM_ctx

K ) andHAC_ctx
1∶K = (hAC_ctx

1 , hAC_ctx
2 , ⋯ , hAC_ctx

K )
denote the sequence of contextualized representations for AMs and ACs, respectively. We
expect that knowledge on formal schema is stored in BiLSTMAM, and knowledge on con-
tent schema is in BiLSTMAC. Lastly, span representation for an ADU sADU

k is computed by
hAM_ctx

k , hAC_ctx
k , and feature vector 𝜙(wik∶jk) as follows:

hADU_schema
k = [hAM_ctx

k ; hAC_ctx
k ; 𝜙(wik∶jk)] .

This model is called LSTM+dist model. The performance gain attributed to the induced
inductive bias is obtained by comparing the performance of LSTM and LSTM+dist models.

6.3.5 Output layer
The output layer is common to both LSTM and LSTM+dist models. Let the sequence of
K ADU span representations be HADU

1∶K = (hADU
1 , hADU

2 , ⋯ , hADU
K ). Here, each ADU span

representation hADU
k corresponds to hADU

k in Section 6.3.3 (LSTM model) or hADU_dist
k in

Section 6.3.4 (LSTM+dist model). Using BiLSTM, inject ADU-level context information
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into each ADU span representation (Eq. 6.4).

HADU_ctx
1∶K = BiLSTM(HADU

1∶K ) . (6.4)

For a fair comparison, the parameter size of LSTM and LSTM+dist models are almost
the same (Table 6.1). The computed ADU span representations HADU_ctx

1∶K =
(hADU_ctx

1 , hADU_ctx
2 , ⋯ , hADU_ctx

K ) are then used to compute the output distribution for each
subtask. Note that the subtasks consist of (i) argumentative relation identification, (ii) ar-
gumentative relation type classification, and (iii) argumentative unit type classification. For
simplicity, span representation for ADU hADU_ctx

k is henceforth denoted as hk.

Argumentative relation identification (RI) The output of this task is an unlabeled tree
for a given ADUs. Tn this layer, the probability that sADU

m has a directed link to sADU
n is

computed as follows:

scorelinkm,n = wlink ⋅ [hm; hn; hm ⊙ hn; 𝜙(m, n)] ,

P(n|sADU
m ) =

exp(scorelinkm,n)
∑K

n′=1 exp(scorelinkm,n′)
,

Here, wlink is learnable parameters, the operation ⊙ denotes hadamard product, and 𝜙(m, n)
is one-hot vector representing the relative distance between m and n. In decoding the tree, we
imposed the tree constraints by applying the Chu-Liu/Edmonds algorithm to the computed
probabilities P(n|m).

Argumentative relation type classification (RTC) The probability that span sADU
o is clas-

sified as type r is computed as follows:

scorelink-typeo,r = wlink-type
r ⋅ ho + blink-typer , (6.5)

P(r|sADU
o ) =

exp(scorelink-typeo,r )
∑r′∈ℛ exp(scorelink-typeo,r′ )

, (6.6)

Here, wlink-type
r ，blink-typer are learnable parameters, and let ℛ be {SUPPORT,ATTACK}. Follow-

ing existing studies, the RTC task is formulated as the classification of the type of outgoing
relation from each ADU, given an ADU representation. Note that one of the datasets, persua-
sive essay corpus (PEC) (Stab and Gurevych, 2017), has stance annotation for a particular
type of unit called CLAIM. Following the existing study, this stance is regarded as the outgo-
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ing relation type for CLAIM, and this stance classification for CLAIM units are also included
in this task.

ADU type classification (ATC) Following Eq. 6.5 and 6.6, the probability that span sADU
o

is classified asADU type rP(r|sADU
o ) is computed. Letℛ be {MAJORCLAIM,CLAIM,PREMISE}.

Note that learnable parameters wac-type
r and bac-typer are different from those in Eq. 6.5 and

6.6.

6.3.6 Training
Training dataset 𝒟 is denoted as follows:

𝒟 = {(X, Ylink, Ylink-type, Yac-type)d}|𝒟 |
d=1 ,

X = {w1∶T, SADU
1∶K , SAM

1∶K, SAC
1∶K} ,

Ylink = {h1, ⋯ , hK} ,
Ylink-type = {t1, ⋯ , tK} ,
Yac-type = {r1, ⋯ , rK}

Here, hk ∈ {root, 1, 2, ⋯ , K}，tk ∈ {SUPPORT,ATTACK}, and rk ∈ {MAJORCLAIM,
CLAIM,PREMISE}1. Following the reports that multi-task training of multiple subtasks is
effective (Potash et al., 2017; Stab and Gurevych, 2017), we solved the three subtasks jointly.
The training loss is as follows:

ℒ(𝜃) = – ∑
(X,Ylink,Ylink-type,Yac-type)∈𝒟

(𝛼 ℓlink
𝜃 (X, Ylink) + 𝛽 ℓlink-type

𝜃 (X, Ylink-type) + (1 – 𝛼 – 𝛽) ℓac-type
𝜃 (X, Yac-type)),

Here, 𝛼 and 𝛽 are hyperparameters interporating the losses from three subtasks (𝛼 ≥ 0,
𝛽 ≥ 0, 𝛼 + 𝛽 ≤ 1). Loss functions for three subtasks are as follows:

ℓlink
𝜃 (X, Ylink) = ∑

k∈{1,2,⋯,K}
logP𝜃(hk|sADU

k ) ,

ℓlink-type
𝜃 (X, Ylink-type) = ∑

k∈{1,2,⋯,K}
logP𝜃(tk|sADU

k ) ,

ℓac-type
𝜃 (X, Yac-type) = ∑

k∈{1,2,⋯,K}
logP𝜃(rk|sADU

k ) .

1The MAJORCLAIM class does not exist in the microtext corpus (Peldszus and Stede, 2016).
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Table 6.1 Hyperparameters of the models.

Parameter Value
Word embedd.
- Glove 300 dim
- ELMo 1024 dim
- BERT 1024 dim
- RoBERTa 1024 dim
- XLNET 1024 dim
BiLSTMs 256 dim (300 dim in LSTM models)
Mini-batch size 16
Optimizer Adam
Learning rate 0.001
Epochs 500 (1000 in the MTC)
Loss function
- 𝛼 0.5
- 𝛽 0.25
Dropout
- output layer 0.5 (0.9 in the MTC)
- BiLSTMs 0.1 (0.9 in the MTC)
- word embeddings 0.1

Table 6.1 shows the hyperparameter of our models. One layer BiLSTMwas used except that
two-layer BiLSTMs with increased hidden representation size are used in the LSTMmodels
for a fair comparison with the LSTM+dist model.

6.4 Experiments

6.4.1 Experimental setup
Datasets This study uses the persuasive essay corpus (PEC) (Stab and Gurevych, 2017)
and arg-microtext corpus (MTC) (Peldszus and Stede, 2016). The PEC consists of 402 es-
says (1,833 paragraphs) posted on an online forum2. Argumentation structure is annotated
for each paragraph in the PEC; thus, we solved the task using each paragraph as input. The
training/evaluation data split defined by (Stab and Gurevych, 2017) was used, and 10% of
the randomly selected training data were used as the development data. Following the ex-
isting study (Potash et al., 2017), for scores in PEC, we reported the average of three trials
conducted with different seeds.

2https://essayforum.com/

https://essayforum.com/
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Table 6.2 Statistics of the PEC and MTC.

PEC MTC

Argumentative text

#texts 402 112
#paragraphs 1,833 112
#sentences 7,116 -
#tokens 147,271 -

ADU

total ADUs 6,089 576
MAJORCLAIM 751 -
CLAIM 1,506 112
PREMISE 3,832 464

Argumentative relations
total relations 3,832 464
SUPPORT 3,613 290
ATTACK 219 174
average depth 1.46 2.06

TheMTC consists of 112 English-translated texts originally written by German speakers
of various ages and educational levels (Peldszus and Stede, 2016). Owing to the small size of
this dataset, we report an average score of five-fold cross-validation with 10 different splits,
using the splits of the existing study (Peldszus and Stede, 2015).

Table 6.2 summarizes the statistics of the PEC and MTC. The PEC was approximately
10 times larger than the MTC. The “average depth” denotes the average of the depth of
argument structure in each paragraph; the root object is not included in the depth calculation.
For example, the depth of the structure in Figure 6.2 is two. Paragraphs that do not contain
any argumentation relations, such as the introductory paragraph in the PEC, are excluded
from the calculation. The MTC has relatively deeper structures than the PEC; this could be
because instructions such as “include counterarguments” were given when the MTC data
was collected.

Extracting argumentative markers The spans annotated in the PEC and MTC are differ-
ent. In the PEC, AC spans are annotated, but AM spans are not. We defined the AM spans as
the parts that are not AC, and each AC is paired with the immediately preceding AM. Note
that the AM span contains punctuation marks at the end of the previous sentence (such as
‘it.’, ‘it !’ and ‘it ?’) and special symbols indicating the beginning of the text. For example,
consider the AM in clause B of the following two sentences

(1) a. A. Because B, C.

b. A because B. C.
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Table 6.3 Examples of argumentative markers

the other reason is that
consequently,
in conclusion, from the above views, although
first, as you can see that
in this essay , the reasons for why i agree that
it is a debatable subject that
unfortunately
although some argue that
furthermore , it ’s undeniable that the
in short,
another thing that put big cities in front of small towns is
in conclusion, despite the contribution of it to the society,
however, some say that

The AM for clause B was “. Because” in example (1)-a, and “because” in example (1)-b.
When there is no argumentative marker in ADU, only punctuation at the end of the previous
sentence and the beginning of the sentence token are included in AM. In the PEC, 63% of
ADUs have AMs with some argumentative markers (along with punctuations).

In the MTC, only ADUs were annotated; that is, there is no distinction between the
AC and AM in the original annotation. To identify the AM in the ADU, we first created
an AM list and employed rule-based matching. The AM list consists of the AM expres-
sions collected from the PEC and discourse marker list in the Penn Discourse TreeBank
(PDTB) (Prasad et al., 2008). The created AM list contained 1,131 expressions (average
5.38 tokens), where 173 expressions were collected from the PDTB and 958 expressions
were collected from the PEC. For each ADU, if an expression in the AM list existed at the
beginning of the ADU, the longest matched phrase was considered to be the AM of that
ADU. AMs were assigned to approximately 48% of the ADUs in the MTC. To estimate the
performance of this rule-based approach, we manually annotated AM spans for randomly
sampled 100 ADUs and evaluated the performance of rule-based AM extraction (Table 6.4).
The scores were calculated according to an exact match.3 We found that typical AMs such
as “but” were generally extracted, but longer expressions such as “This would mean that”
were not extracted well. Notably, the performance on the MTC was improved using AMs
identified with this approach, which suggests that our approach could be effective.

Word representations We used five variants of word representations for our experiments:
GloVe (Pennington et al., 2014), ELMo (Peters et al., 2018), BERT (Devlin et al., 2019),

3The evaluation codeshttps://github.com/davidsbatista/NER-Evaluation are used.

https://github.com/davidsbatista/NER-Evaluation
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Table 6.4 The performance of rule-based AM extraction in the MTC

Precision Recall F1 score
79.2 74.5 76.8

RoBERTa (Liu et al., 2019), and XLNET (Yang et al., 2019). In experiments using ELMo,
we used the average of the intermediate representations of the three layers in pre-trained
LSTM language models. In experiments using BERT, RoBERTa, and XLNET, a weighted
sum of intermediate representations from all the layers was used. These weights were tuned
during training. When a single token is divided into several subwords in pre-trained models’
tokenizer, the averaged representation of constituent subwords was used as a corresponding
word representation.

Baseline A model with span representation used in an existing study (Potash et al., 2017)
was evaluated as a baseline. This span representation is computed from various features as
explained in Section 6.3.3. We call this model bag-of-words (BoW). In the BoW baselines,
we used the same hyperparameter listed in Table 6.1, except that 𝜙(wi∶j) has 1536 dimensions
in the BoW model for a fair comparison. An increase in model size does not affect their
performance.

6.4.2 Results
Following existing studies, F1 scores for each subtask and arithmetic mean of the F1 scores
for three subtasks are reported. A bootstrap hypothesis test (Koehn, 2004) was conducted
for Macro F1 scores (Dror et al., 2018).

Table 6.5 shows the results for the PEC, and Table 6.6 shows the results for the MTC.We
found that LSTM outperforms BoW, which indicates that integrating the LSTM-minus into
argumentation structure parsing is effective. Comparing the performance between LSTM
and LSTM+dist, the proposed inductive bias distinguishing the formal and content schema
provides better argumentation structure parsing. Furthermore, these trends were almost con-
sistent across various settings (different word representations and datasets).

The performance gain of LSTM+dist was relatively clearer in the MTC than in the PEC
(Table 6.6). Based on the statistics that texts in the MTC have deeper structures than in the
PEC, the gain of the LSTM+dist model could exist in parsing complex (deep) structures. In
addition, the PEC consists of essays on a wide variety of topics, whereas the MTC contains
several arguments on the same topic. Explicitly capturing the in-domain, content-level flows
could be useful for parsing the texts in a similar topic with training instances (similar to the
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Table 6.5 Performance of the LSTM+dist，LSTM，BoW models on the PEC．MC refers
to MAJORCLAIM class. The † mark on the results of LSTM model indicates statistically
significant difference of performance compared to BoWmodel (p < 0.05). The ‡mark on the
reults of LSTM+dist indicates statistically significant difference of performance compared
to LSTM model (p < 0.05).

Word rep. Model Overall RI RTC ATC
Avg. Macro Link No-Link Macro Support Attack Macro MC Claim Premise

XLNET
LSTM+dist 83.4 82.2‡ 70.3 94.2 78.5 96.2 60.7 89.4 95.4 79.8 93.1
LSTM 82.5 80.6† 67.6 93.6 77.8† 96.6 59.1 89.1† 94.5 79.5 93.2
BoW 77.4 76.4 60.4 92.3 71.6 95.7 47.6 84.3 91.4 71.0 90.4

RoBERTa
LSTM+dist 82.9 80.9 68.2 93.8 79.4 96.9 61.9 88.4 94.7 77.7 92.8
LSTM 82.9 81.6† 69.3 94.0 77.9† 96.5 59.3 89.1† 94.3 79.6 93.3
BoW 75.6 73.1 54.9 91.2 71.9 95.4 48.4 81.9 89.0 67.3 89.3

BERT
LSTM+dist 81.8 80.9 68.1 93.8 78.0 96.5 59.6 86.4 92.5 74.9 92.0
LSTM 80.6 80.4† 67.3 93.5 74.9† 96.0 53.8 86.6† 92.2 75.4 92.2
BoW 73.9 71.8 52.8 90.8 69.4 95.6 43.1 79.9 87.8 63.8 88.1

ELMo
LSTM+dist 81.8 80.7 67.8 93.7 79.0 96.8 61.1 85.7 91.6 73.3 92.1
LSTM 81.8 80.4† 67.2 93.6 78.2† 96.7 59.8 86.9† 92.4 76.4 92.0
BoW 77.1 76.2 60.2 92.2 72.3 96.2 48.3 82.9 90.4 68.6 89.6

GloVe LSTM+dist 79.7 78.8 64.6 93.0 76.5 96.5 56.6 83.9 91.2 72.1 88.4
LSTM 78.8 77.7† 62.7 92.6 75.0† 96.2 53.8 83.7 91.3 71.5 88.4
BoW 75.4 73.8 56.0 91.5 69.8 95.9 43.6 82.8 89.5 69.1 89.7

MTC setting). Note that considering the application of argument structure analysis to the
automatic essay assessment, the situation of the MTC, in which there are multiple essays on
a specific topic, is plausible. In Section 6.5, we further examine the gain of the LSTM+dist.

Tables 6.7 and 6.8 show the comparison with the results of existing studies. Our models
combining LSTM-minus span representation and the inductive bias of schema distinction
update the performance by over 10 points from the existing studies.

6.5 Analysis
This analysis focuses on the task of identifying and classifying argumentative relations,
which are the main subtasks of argumentation structure parsing. We used the PEC, which
has a relatively large size, for analysis.

6.5.1 Depth in argumentation structure
Existing study (Stab and Gurevych, 2017) pointed out that their parser tends to predict shal-
low, near-linear trees compared to the gold annotations. We thus analyzedwhether ourmodel
overcomes such a preference for linear structure. Figure 6.4 shows the accuracy of identify-
ing the root nodes (depth 0), edges from the ADU at depth one, and edges from the ADUs
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Table 6.6 Performance of the LSTM+dist，LSTM，BoW models on the MTC．MC refers
to MAJORCLAIM class. The † mark on the results of LSTM model indicates statistically
significant difference of performance compared to BoWmodel (p < 0.05). The ‡mark on the
reults of LSTM+dist indicates statistically significant difference of performance compared
to LSTM model (p < 0.05).

Word rep. Model Overall RI RTC ATC
Avg. Macro Link No-Link Macro Support Attack Macro Claim Premise

XLNET
LSTM+dist 79.3 75.8 60.7 90.8 73.7 82.1 65.3 88.3 81.1 95.6
LSTM 76.0 73.6 57.2 89.9 69.3 77.1 61.6 85.2 75.8 94.6
BoW 76.3 73.3 56.8 89.8 71.1 79.1 63.1 84.6 74.6 94.6

RoBERTa
LSTM+dist 77.1 74.0 57.8 90.1 71.6 80.5 62.6 85.9 7.1 94.6
LSTM 73.1 71.8 54.4 89.2 66.4 75.2 57.7 80.9 68.6 93.3
BoW 73.4 71.2 53.4 89.0 66.7 76.2 57.2 82.2 70.8 93.8

BERT
LSTM+dist 76.1 73.0 56.2 89.8 71.1‡ 79.7 62.6 84.0‡ 74.2 93.9
LSTM 70.7 69.9 51.4 88.4 64.2 73.5 54.9 77.9 63.2 92.6
BoW 71.9 70.0 51.5 88.5 65.2 75.6 54.9 80.4 67.6 93.2

ELMo
LSTM+dist 78.2 73.9 57.5 90.3 77.2‡ 84.2 70.3 83.4 72.9 94.0
LSTM 75.0 73.2† 56.3 90.0 71.3 78.7 64.0 80.5 68.1 93.0
BoW 73.3 71.2 53.1 89.4 67.5 76.7 58.5 81.2 69.0 93.5

GloVe LSTM+dist 76.5 72.6 55.4 89.8 75.4‡ 82.3 68.4 81.5 69.9 93.1
LSTM 70.4 70.1 51.3 88.8 64.1 71.6 56.7 76.9 61.7 92.2
BoW 71.1 69.2 49.9 88.5 64.8 75.9 53.6 79.3 65.9 92.8

at depth two or deeper. Each score indicates the accuracy of identifying the correct parent
in the set of nodes at each depth in the gold annotation. As pointed out in the existing study,
identifying the edges in a deeper position of the gold structure is relatively difficult. For the
performance in the depth 2+ setting, whereas the performance of the existing model (Potash
et al., 2017) degrades, our LSTM+dist could robustly process.

The macro-structure of the “attack chain,” where a potential opponent idea is introduced
and the author of the argument counter-attacks it, is a representative case of a deep argumen-
tation structure (Freeman, 2011; Peldszus and Stede, 2013). Figure 6.5 shows an example
of an argumentation structure with the “attack chain” (ADU4→ADU3→ADU1) and the pre-
dicted structure for this text. As mentioned earlier, the existing model fails to predict such
macro-structures, but our LSTM+dist could predict. Figure 6.9 shows the accuracy of identi-
fying the edges in the attack-chain structure. The better performance of LSTM+dist suggests
that the effectiveness of the distinction between formal/content schema for capturing such a
typical substructure of argumentative texts. In an argumentative text where different stances
are presented, AMs could be used frequently to make it clear which part is the author’s claim
or the opposing opinion. Therefore, explicit modeling of the AM flows could be the key to
improving performance. In addition, such substructures are frequently observed especially
in the MTC, which could explain the clear performance difference between the LSTM and
LSTM+dist models in MTC (Figure 6.5 and 6.6).
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Table 6.7 Comparison between our LSTM+dist model and models in existing studies on the
PEC. MC refers to MAJORCLAIM class．The results of Potash et al. (2017) are obtained from
our re-implemented version.

Model Overall RI RTC ATC
Avg. Macro LinkNo-LinkMacro Support AttackMacro MC ClaimPremise

LSTM+dist (XLNET) 83.4 82.2 70.3 94.2 78.5 96.2 60.7 89.4 95.4 79.8 93.1
BoW (XLNET) 77.4 76.4 60.4 92.3 71.6 95.7 47.6 84.3 91.4 71.0 90.4
LSTM+dist (GloVe) 79.7 78.8 64.6 93.0 76.5 96.5 56.6 83.9 91.2 72.1 88.4
Potash+ 2017 - 76.7 60.8 92.5 - - - 84.9 89.4 73.2 92.1
Niculae+ 2017 - - 60.1 - - - - 77.6 78.2 64.5 90.2
Stab+ 2017 75.2 75.1 58.5 91.8 68.0 94.7 41.3 82.6 89.1 68.2 90.3

Table 6.8 Comparison between our LSTM+dist model and models in existing studies on the
MTC.MC refers to MAJORCLAIM class．The results of Potash et al. (2017) are obtained from
our re-implemented version.

Model Overall RI RTC ATC
Avg. Macro LinkNo-LinkMacro Support AttackMacroClaimPremise

LSTM+dist (XLNET) 79.3 75.8 60.7 90.8 73.7 82.1 65.3 88.3 81.1 95.6
BoW (XLNET) 76.3 73.3 56.8 89.8 71.1 79.1 63.1 84.6 74.6 94.6
LSTM+dist (GloVe) 76.5 72.6 55.4 89.8 75.4 82.3 68.4 81.5 69.9 93.1
Potash+ 2017 - 74.0 57.7 90.3 - - - 81.3 69.2 93.4
Afantenos+ 2018 78.5 72.2 - - 75.7 - - 87.6 - -
Stab+ 2017 76.2 68.3 48.6 88.1 74.5 85.5 62.8 85.7 77.0 94.3

6.6 Conclusion
This study has investigated an effective inductive bias (architecture design) to achieve better
discourse processing. Our experiments have demonstrated the effectiveness of the proposed
inductive bias that makes models distinguish between formal- and content-level flows ex-
plicitly. Such bias is closely related to the classical theory of human discourse processing,
schema theory. Our analysis further has revealed that the model with the proposed bias
successfully generalizes to parsing complex discourse structures.
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Fig. 6.4 The accuracy of the argumentation relation identification subtask by depth in argu-
mentation structure. Premise PremiseClaim Premise

ADU1: In addition,
I believe that city provides
more work opportunities

than the countryside.

ADU2:  
There are not only
more jobs, but they
are also well-paid.

ADU3:  
Of course living 
 in a city is more

expensive,

ADU4:
  but incomes

are higher
too.

Support
Attack Attack

ADU1 ADU2 ADU3 ADU4 ADU1 ADU2 ADU3 ADU4

(i) Potash+ 2017 (ii) LSTM+dist  
(GloVe, ELMo, BERT, RoBERTa, XLNET)

ADU1: In addition, 
I believe that city

provides more work
opportunities than the

countryside.

ADU2:  
There are not only

more jobs, but
they are also well-

paid.

ADU3:  
Of course 

 living in a city
is more

expensive,

ADU4:  
but incomes

are higher too.

Support
Attack Attack

Fig. 6.5 An example of predicted structure from existing model (Potash et al., 2017) and our
LSTM+dist model.
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Table 6.9 Performance of predicting sub-structure where ATTACK relation chains.

Word rep. Model Acc.

XLNET
LSTM+dist 71.6
LSTM 67.8
BoW 60.7

RoBERTa
LSTM+dist 69.9
LSTM 67.2
BoW 56.8

BERT
LSTM+dist 68.8
LSTM 69.3
BoW 57.4

ELMo
LSTM+dist 71.0
LSTM 68.9
BoW 60.7

GloVe
LSTM+dist 63.9
LSTM 59.0
BoW 57.9
Potash+ 2017 50.3



Chapter 7

Conclusions

Through expanding the scope of cognitive plausibility studies of neural NLP models, we
found the following:

1. Acceptability judgment by LMs in flexible word-order language: Our experiments
demonstrated that the neural LMs could successfully simulate human-like word order
preferences in flexible word order language. Our analyses associated with linguistic
studies suggest that the parallel of word order preference between humans and LMs
was consistent from various linguistic factors. (e.g., verb type, animacy).

2. Cross-linguistic analysis of incremental sentence processing by neural LMs: While
neural LMs exhibited human-like sentence-level preferences, our analysis focusing on
token-by-token processing difficulties revealed language-dependent discrepancies be-
tween human and LM sentence processing. We compared reading time by human
and surprisal by LMs, and observed that accurate LMs deviated from human reading
behavior in the Japanese data.

3. Integrating expectation and memory in gaze duration modeling: We suggest that
memory-based account of sentence processing could be one source of the discrepan-
cies. We empirically demonstrated that context-limited LMs could partially compen-
sate for the difference between sentence processing by humans and modern LMs, and
also highlighted the need of syntactic bias in explaining the memory limitation. This
also implies that the human sentence processing model is much more lightweight like
n-gram LMs than the modern neural LM architectures (e.g., self-attention) assume.

4. Inductive bias for discourse processing: We tackled the challenging issues in the
NLP field—discourse processing. We demonstrated that the cognitively-motivated
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inductive bias contributes to improving discourse processing model. These models
successfully capture the hierarchical structure of argumentative texts while existing
models tend to predict shallow, near-linear trees.

Again, disclosing the underlying mechanism of human information processing is a fun-
damental goal in the cognitive science field including artificial intelligence, linguistics, and
NLP.With this in mind, we believe that contrasting language processing by humans and NLP
models is a necessary step to cross-fertilize the fields and reverse-engineer human language
processing. In particular, NLP technology has made tremendous progress, and models that
behave like humans at first glance are developed. In considering the implications of these
models, we believe that trying to understand the nature of human and language is not only
the job of psychologists or linguists, but also the job of NLP researchers. In the recent trends
of NLP, engineering-oriented research has received a great deal of attention, and exploring
the connections to research on humans are relatively limited and investigated within specific
communities. We hope that this thesis encourages more studies bridging NLP and cognitive
science of language.



Appendix A

Hyperparameters of models

A.1 Hyperparameters of LMs

A.1.1 LMs in Section 3.3.2 and 3.4
We used the Transformer (Vaswani et al., 2017b) LMs implemented in fairseq (Ott et al.,
2019). Table A.1 shows the hyperparameters of the LMs.

Table A.1 Hyperparameters of the LMs.

Fairseq model architecture transformer_lm
adaptive softmax cut off 50,000, 140,000

Optimizer

algorithm Nesterov accelerated
gradient (nag)

learning rates 1e-5
momentum 0.99
weight decay 0
clip norm 0.1

Learning rate scheduler

type cosine
warmup updates 16,000
warmup init lrarning rate 1e-7
max learning rate 0.1
min learning rate 1e-9
t mult (factor to grow the length of each period) 2
learning rate period updates 270,000
learning rate shrink 0.75

Training batch size 4608 tokens
epochs 3
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A.1.2 LMs in Section 3.3.3, Chapter 4, and Chapter 5
We used the Transformer (Vaswani et al., 2017b) and LSTM (Hochreiter and Schmidhuber,
1997) LMs implemented in fairseq (Ott et al., 2019). Table A.2 shows the hyperparameters
of the LMs.

Table A.2 Hyperparameters for LMs. The same optimizer and learning rate scheduler are
used for TRANS-SM and LSTM LMs.

TRANS-LG

Fairseq model

architecture transformer_lm_gpt2_small
adaptive softmax cut off 50,000, 140,000
share-decoder-input-output-embed True
embed_dim 1,024
ffn_embed_dim 4,096
layers 24
heads 16
dropout 0.1
attention_dropout 0.1

Optimizer

algorithm AdamW
learning rates 5e-4
betas (0.9, 0.98)
weight decay 0.01
clip norm 0.0

Learning rate scheduler
type inverse_sqrt
warmup updates 4,000
warmup init lrarning rate 1e-7

Training batch size 61,440 tokens
sample-break-mode none

TRANS-SM Fairseq model

architecture transformer_lm_gpt
adaptive softmax cut off 50,000, 140,000
share-decoder-input-output-embed True
embed_dim 384
ffn_embed_dim 2,048
layers 8
heads 6
dropout 0.1
attention_dropout 0.1

Training batch size 61,440 tokens
sample-break-mode none

LSTM
Fairseq model

architecture lstm_lm
adaptive softmax cut off 50,000, 140,000
share-decoder-input-output-embed True
embed_dim 400
hiden_size 1,024
layers 2
dropout 0.1

Training batch size 20,480 tokens
sample-break-mode none
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